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Preface 

Topics in Current Chemistry was established in 1949 under the 
title "Fortschritte der chemischen Forschung" to provide review 
articles on topics of current interest in all areas of chemistry. 
Originally, contributions were published in English, French and 
German. With Volume 13 (1969), the subtitle "Topics in Current 
Chemistry" was added and in 1974 (Volume 48) the latter became 
the primary title; since then the publication language was ex- 
clusively English. 

The present 150th volume and its 40th anniversary is an occasion 
to briefly reflect the development of this series. Over the years 
many distinguislaed authors from all over the world have con- 
tributed to a total of  648 review articles. Organic, inorganic, metal- 
organic, physical and biochemical, applied and theoretical aspects 
of small and macromolecular molecules - -  wherever a new develop- 
ment or a current interest existed the Editors strived to provide the 
scientific community with high quality and up-to-date surveys of 
the state of the art. 

With the enormous growth in chemical research over these 
40 years, research workers need every possible help with the cor- 
respondingly large primary literature. The Editors and the Pub- 
fisher anticipate that Topics in Current Chemistry will continue to 
serve the chemical community as actively as in the past. We wish 
to take this occasion to thank all contributors and guest-editors, 
past and future. 

The Editors The Publisher 
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(hristian Klixbfill Jergensen 

1 Total Energies 

If  quantum chemistry can be of any help, when discussing bonds, it is inevitable to 
discuss total binding energies of  all the electrons to one nucleus with the charge Z 
times the protonic charge, and to two or more nuclei with the charges Z 1, Z a, Z 3 ... .  
and to consider the chemical bond energy as the (quite small) difference between the 
latter and the sum of the former (monatomic) energies, in spite of chemists being 
accustomed to calorimetric determinations of  enthalpy differences, or various tech- 
niques determining differences of free energy. 

Already in the magnesium atom (Z = 12) the sum of the 12 consecutive ionization 
energies found 1) for the gaseous atom and gaseous ions Mg ÷n is 5450.56 eV or 
200.303 hartree, 1 eV being 8065.48 cm -1 in the wave-number units used by spectro- 
scopists, 96,485 joule/mole or 23.03 kcal/mole. For (not perfectly understood) reasons, 
a remarkably general expression for the total binding energy of Z electrons in the 
neutral atom is the Gombas-Gaspar energy 2.3) 

Ecc = Z 2"4 rydberg (1) 

where one rydberg is 13.6058 eV, half of the atomic unit of energy 1 hartree = 27.2116 eV. 
This expression a) had already previously been discussed by Foldy 4~ and Scott 5) 
Neglecting the minute effect of the ratio between the rest-mass of the electron and of 
the nucleus, Eq. (1) is exact for Z = 1, and decreases (as far as observed energies 1) 
up to Z = 17 go, followed by relativistic calculations 6) of  more than sufficient preci- 
sion for our purpose) from 1.10EGG for helium to 1.027EGa for carbon, and then 
mildly oscillating between 1.03 and 1.02EG~ up tO rhodium (Z = 45) with a shallow 
minimum close to nickel (Z = 28), and then, for relativistic reasons, increasing to 
1.063EGc for mercury (Z = 80) and achieving 1.104EcG in fermium (Z = 100). 

The first question asked by the chemist is how strong the effects of closed electronic 
shells in the noble gases are. A plausible 3~ expression for the closed-shell effect in 
neon is 

II(F ) + 2Ii(Ne ) - -  2I~(Na) --I~(Mg) (2) 

formed by weighting of the first ionization energy 11 of the adjacent elements in a way 
involving six electrons. The resulting 42.6 eV or 1.57 hartree is 1.2 percent of  the total 
bindilag energy of electrons in the neon atom. The analogous expression is 29.7 eV 
for argon, 25.8 eV for krypton (Z = 36) and 21.7 eV for xenon (Z = 54). These values 
correspond to 0.2 percent for argon, below 6 " 10-4E~G for krypton, and 1.1 • 10 -4 for 
xenon. Unfortunately, it is not possible to evaluate the analogy to Eq. (2) for radon 
(Z = 86) but there is no doubt that it is only a few times 10-SEG6. 

These closed-shell effects are normally at least 10 times larger than the heat of 
atomization (per atom occurring) which varies between 0.64 eV for Hg and 8.8 eV 
for W among the metallic elements, and is 7.5 eV for diamond (having two "single 
bonds" per carbon atom). The dissociation energy of the diatomic molecules N 2, 
BO, BF, CN, CO, SiO, ZrO, NbO, LaO, CeO, HID, TaO, ThO and UO is above 8 eV 
(including a few cases on the limit of the estimated experimental certainty). Only a 
few triatomic molecules show atomization heats above 12 eV (such as OCO, OCS and 
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HCN). It is a remarkably general rule that very few compounds have heats of atomiza- 
tion above 4 eV, though the huge heat of atomization of carbon is accompanied by 
values per atom around 5 to 6 eV in organic molecules with quite few "single bonds" 
such as HCCH and its trimer, benzene. For comparison, it may be noted that the heat 
per atom for NaCl-type LiF, hexagonal (wurtzite) BeO, and BN is 4.6, 6.1 and 6.1 eV, 
respectively. The BF 3 molecule has 5.0 eV and SiF, 4.8 eV, but the values are well 
below 4 eV for CF 4 and SF 6. 

It might be argued that chemical bonding is an exceedingly small perturbation com- 
pared to the total electronic binding energy. However, this would be neglecting that 
the major part of E ~  is due to the 10 inner-most electrons for Z above 20, and to the 
two ls electrons for low Z. The first ionization energy 11 varies across the Periodical 
Table in a very defined way 1) with the extreme values 3.894 eV for caesium (Z = 55) 
and 24.587 eV for helium. Photo-electron spectra of gaseous molecules ("vertical" I 
values following the principle of Franck and Condon) vary 7-91 between 16.46 eV 
in SiF 4 and 5.4 eV in Cr(C6H6) 2 (with marginally lower I for similar organometallic lo1 
molecules) showing that the loosest bound orbitals must be quite modified, compared 
to the gaseous atoms. Hartree-Fock (optimizing one well-defined electron configura- 
tion to the closest one can come to the true groundstate of the Schr6dinger equation) 
is an established technique for gaseous atoms 6) and monatomic ions, but the Hartree- 
Fock treatment of molecules with 2 to, say, 12 nuclei needs an enormous scale of 
computing, and has approached tbe goal with all atoms having Z below 10, except 
perhaps one having Z below twenty **-13) 

The two major imperfections in the Hartree-Fock model are the relativistic effects 
14-~7) and the correlation effect 18). As far as the total energy goes, the relativistic 
effect is the largest for Z above 13, and then increases rapidly, E R being 1 percent larger 
than the analogous 6) non-relativistic energy E ~  for Z = 32, and 1.1ENR for Z = 96. 
The chemistry of elements up to nobelium (Z = 102) is only strongly influenced on a 
few points, such as the difficulty of oxidizing K = 80 (this is the Kossel t9-z,l electron 
number used for the definition z = (Z --  K) of the oxidation state z of non-catenated, 
no'n-metallic compounds a2)) systems thallium(I), lead(II) and bismuth(III), or the 
surprising fact that the dissociation energy of diatomic Auz is half as large as of He, 
and twice the value for Li2 and Iz. 

The correlation effect is 1.1 eV in the groundstate of the helium atom, and 10 times 
larger in the neon atom. To the first approxlmatlon" • 2al 

- -E .... = (0.7 eV) Z 12 (3) 

proportional to the square-root of EGc and crossing 100 eV around Z = 66 (dysprosi- 
tern). This seems very innocuous to most chemists, though 11 of all atoms starting with 
sodium (Z = 11) are smaller than - -E  .... taking out the backbone of the variational 
principle, since an infinite number of states of identical symmetry type occurs in the 
interval between the Hartree-Fock groundstate and the lowest (non-relativistic) energy 
compatible with the Schr6dinger equation. However, a much more nagging problem 
is that the electronic density of the Hartree-Fock wave-function seems to agree quite 
accurately with the actual three-dimensional distribution, as well as the average 
(r 2) providing diamagnetism, but it seems almost certain that the "squamp", the 
squared amplitude of the Hartree-Fock function in the true non-relativistic ground- 
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state, decreases dramatica!ly from its known values 0.99 in helium and 0.93 in neon. 
An (admittedly rather crude) second-order perturbation argument 23~ suggests the 
squamp to decrease from 0.7 to 0.3 for Z increasing from 30 to 70. If we insist to express 
molecular orbitals (M.O.) in the model of linear combinations of atomic orbitals 
(L.C.A.O.) we may have many reasons to worry with a squamp around a-half. 
Quantum chemistry adds new complications to those present in monatomic entities, but 
it takes over the whole burden of the many-electron atoms supplying fascinating 
difficulties 3,24). It is noted that the typical heats of atomization of compounds 
(per atom) are 30 to only 2 or 3 percent o f - - E  .... going from Z = 11 to 99, once more 
implying that quantum chemistry (in the deductive, not the classificatory, sense) is 
hazardous for two-digit Z values. 

The photo-electron spectra both of inner shells 9.2o.25~ and of loosely bound 
penultimate M.O. (which were often considered arbitrary fictions produced by 
approximate calculations before 1962) have illuminated many obscure fields of 
quantum chemistry 7,8.10.26o27). Originally, many organic chemists were feeling 
uneasy about the methane molecule showing three M.O. having I close to 14 eV, and 
one close to 23 eV, though this situation is not more distressing than the spherical neon 
atom having 11 = 21.6 eV due to removal o f  one 2p electron, and a one-shot ioniza- 
tion energy 48.5 eV with the ionized configuration ls22s2p 6. The inner-shell ionization 
to form ls2s22p 6 is measured to cost I = 870.3 eV, almost 20 eV below the value 
890 eV calculated for the Hartree-Fock function with rigid radial functions, but in 
good agreement with a calculated energy difference between the Ne + allowed to modify 
its radial functions, and the Ne groundstate. This is connected with Eq. 3, the intra- 
atomic correlation showing up as lower observed one-shot I values than predicted 
from the Hartrce-Fock groundstate, to the extent about 25~ 0.8 eV times the square- 
root of the Hartree-Fock I value (in eV). For the chemist, it is much more interesting 
that molecules and solids show large additional interatomic relaxation effects. It was 
believed before 1971 that the "chemical shifts", i.e. the variation of inner-shell I 
values to an extent typically 4 to 10 eV in compounds of  a given element, are due to 
varying oxidation state, and to Madelung potentials. Many deviations from this 
rationalization were discovered before 1976, and the major third effect is variation 
of interatomic relaxation, convincedly seen in I of  all inner shells of metallic mercury 
being 3 eV lower than in the gaseous atom. More extreme behaviour is seen 28) of inner 
shells of metallic magnesium, calcium, strontium and barium having I values some 5 
to 7 eV lower than in the gaseous atoms. We return below to the related ideas of 
"chemical polarizability". 

Numerically, we cannot expect too much from quantum chemistry involving two- 
digit Z values, if we insist on obtaining information about changes in total energy by 
combination and re-shuffling of atoms. On the other hand, the last 30 years have seen 
a rich harvest of rationalizations based on "group-theoretical engineering" and study 
of manifolds of  closely related, low-lying energy levels (including the groundstate). 
Atomic spectra as developed after the analysis of the neon spectrum by Paschen in 
1919 (seven years before the Schr6dinger equation) induced familiarity with a gradual 
transition between two coupling-schemes having two well-defined asymptotic versions. 
This situation conserves the number of states (the number of mutually orthogonal 
wave-functions) such as (2J + 1) in each J-level in spherical symmetry, combined in 
(S, L)-terms having (2S + 1) (2L + 1) states in one extreme of Russell-Saunders 
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coupling (quite weak spin-orbit coupling) and assign the J-levels to j, j-coupling in 
the opposite extreme of very strong relativistic effectS. This way of thinking has been 
very important in "ligand field" theory 22, 29-32) where the I q configuration redistrib- 
utes its number of  states (45 for d 2 or d s, 120 for d 3 or d 7 .... ) in different ways on the 
F n symmetry types characterizing a given local point-group (in our example O h as 
appropriate for regular octahedral MX6) in one extreme bunched together ("weak 
field") in the terms of spherical symmetry (such as 3F, tD, 3p, 1G and IS of d 2 or d s) 
and in the other asymptotic treatment, the F n levels are allotted to "strong field" 
sub-shell configurations, in the octahedral example (xz; yz; x y )  q - a  (X 2 __ 3.2 ; 3z 2 _ r2)a 
each having a definite number a = 0, 1, 2, 3 or 4 of strongly anti-bonding electrons 
(in the general d q case). F replaces L of spherical symmetry and remains combined 
with a definite value of S. 

When describing chemical bonding, the two major coupling-schemes are valence- 
bond (V.B.) and M.O. There is a general tendency for (especially main-group) chemists 
to pull in direction of the V.B. treatment, and (in particular d-group) spectroscopists 
to prefer the M.O. description. There is the analogous superiority of the V.B. and the 
"weak field" model at long internuclear distances R between the M and X nuclei, 
and of M.O. and "strong field" (which is actually M.O. treatment with special emphasis 
on Slater-Condon-Shortley parameters of  interelectronic repulsion separating levels 
of the same configuration) and, for instance, predicting a difference 2DSo between 
all states having S = S o and the average energy of  all states S = S o - -  1, stabilizing 
high S values, like in monatomic entities, but alien to main-group situations is that the 
basis set of  V.B. is not the same as M.O. and that the overlap integrals are huge, fre- 
quently approaching 1, between V.B. structures, whereas "ligand field" treatment has 
only one configuration with a partly filled shell, and strictly orthogonal diagonal 
functions. The argument that taking into account the infinite number of V.B. and of 
M.O. states produces the same end result, is entirely unreceptive to what an infinite 
number of  states really means in presence of continua of eigen-values. We return in 
Section 5.2 to this problem. 

2 What are Bonds? 

This Socratic question has two sides: 

2.1 Static Aspects (Internuclear Distances) 

Diffraction of  X-rays or neutrons by crystals have provided very rich material on inter- 
nuclear distances R. I f  explicit determination of angles is not required, electron diffrac- 
tion of gaseous molecules, or X-ray and neutron diffraction of vitreous materials, 
solutions, etc. may many times provide acceptable R values. I f  one asks for the distri- 
bution of  distances from a given point in a gas of geometrical points, the density in a 
shell between R and R + dR is proportional t o  4 n R  2 dR = P. This is also valid in 
actual compounds and alloys for very long R, but not at all for short R. Fig. 1 is a quali- 
tative probability distribution of R values (normalized by division with P) for nuclei 
of a given element, or for a combination of two definite elements Z 1 and Z 2. Contrary 
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to early ideas of "pseudo-atoms" such as HCo in HCo(CO) 4 to imitate Ni(CO), 
there are no very short R values observed. There is a strong, asymmetric peak at a 
typical "bond distance" R 0 followed by a very shallow "Van der Waals valley" usually 
at least 1 A wide. Then, a stronger oscillating curve takes over, asymptotically converg- 
ing to a constant height. The high, sharp peak represents "chemical bonds". Noble 
gases, X-X distances in crystals formed by MX n molecules, and a few other exceptions 
may only show the oscillating structure at long R. It is far rarer for an observed R to 
be 0.2 A shorter than Ro (and such cases tend to be chemically very unreactive, such 
as  N 2 and the uranyl ion OUO +2) than to be R o + 0.2 A or even R o + 0.3 A. I f Z  1 
and Z 2 show sufficiently differing chemical behaviour to be ascribed highly different 
electronegativities, it can be argued that R 0 can be significantly separated in two 
contributions, one from Z 1 and one from Z 2 if approximate additivity can be obtained 
from the combination of a given Z x with many Z in their R o values. It cannot be 
stressed too much that such parameters, e.g. "ionic radii" can always be added a small 
constant (running up to 0.8 A for the competing system of "covalent radii") for 
cations, on the condition of subtracting a similar constant from the anions. This 
excercise does not work for hydrogen. It must be added, in all fairness, that the system 
of genuine ionic radii is based on the assumption of direct anion-anion contacts in 
NaCl-type LiI and in CaF2-type CeO 2. Nevertheless, one cannot aspire to perfect 
additivity, as seen from R = 2.105 A in MgO, 2.222 ,~, in MnO, 2.602 A in MgS and 
2.612 A in NaCl-type MnS, showing 33~ a deviation almost 5 percent in the additivity. 
Larger discrepancies are observed in the 10 NaCl-type hydrides and fluorides, increas- 
ing R smoothly from 2.04 A in LiH to 3.19 A in CsH, and from 2.086 A in LiF to 
3.005 A in CsF, 0.23 A difference. 

The Van der Waals valley on Fig. 1 gets small contributions of varying origin. One 
source is disordered crystals (like the classical example of 1-chloro-2-bromobenzene 
having only half a molecule CCCX in the unit cell, X having the apparent Z = 26) 
and experimental uncertainty, twinning of crystals; etc. It is important to remember 347 
that crystallography makes an averaging twice: it determines the time average of the 
average content of the unit cell. When hydrogen atoms were difficult to detect, many 
X-X had a hidden hydrogen bond, as known from the symmetric strong hydrogen 
bonds in F H F -  and in many bridges between carboxylic groups and carboxytate 
anions 3s) as discussed in Sect. 3. I. Genuine Van der Waals distances shortened by 

IR 0 

R 

Fig. 1. Typical distribution (normalized by 
division by 4nR 2 dR) of the (Zl to Z2) 
internuclear distances in the manifold of 
aU compounds containing the two ele- 
ments characterized by Z 1 and Z 2 (or the 
same element Z 1 = Z2). The mean value 
R 0 for the asymmetric peak is the "'average 
bond length". The stippled curve is the 
statistical average value for long R 
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some further interaction are the best documented for sulphur-sulphur and iodine- 
iodine distances. The heterocyclic thiothiophthenes 36.37) contain two electrons too 
little to establish two "single bonds" between three essentially colinear sulphur atoms 
showing R = 2.36 A, that is 0.3 A longer than typical disulphides, but at least 1 A 
below S . . .  S Van der Waals contacts. Crystalline CdI 2 has very short I-I contacts, 
but is colourless in contrast to many other layer-type compounds 38) frequently being 
opaque to visible light (like MoS2) as known from low-energy gap semiconductors 
such as silicon, germanium and PbS. Since the coordination number N is the number of 
M-X contacts sufficiently close to R o it can be a matter of opinion whether some of 
the bonds are so long that they rather belong to the Van der Waals valley 39.4~). For 
instance, the CsC1 type has M-M 1.1547 (a purely geometric factor) times longer than 
M-X. The cubic type having Cs and C1 identical, represents the common modifica- 
tion of metallic iron, chromium, molybdenum, tungsten, niobium and tantalum, and 
the question is whether N is 8 or 8 + 6 = 14. In typical compounds, bonds elongated 
15 or 20 percent are not usually counted in N. 

2.2 Dynamic Aspects 
(Dissociation Energies and Free Energies of Complex Formation) 

There is no universal relation between the length R of a bond, and the energy needed 
to dlssociate it (if it can be done; or to break N equivalent bonds simultaneously). 
Most text-books insinuate that bonds are short, when strong. The truth is rather the 
other way: nearly any bond succeeding in being short (as N z compared with Pz which 
dimerizes to tetrahedral P4; or CO and CN) achieves a high dissociation energy. This 
may be a great part of a secret of the one-digit Z atoms having only two electrons in 
the inner shell 1 s. There has been much effort spent on deriving the force constant (of 
a diatomic molecule; or a conceptually isolated M-X) from the vibrational wave- 
number (infrared or Raman) proportional to (klix) 1/2 where k is the second differential 
quotient dZU/dR 2 of the potential curve U, and tx the reduced mass of the M-X 
vibrator. Close to the minimum of the potential curve, the agreement between this 
quantum of vibrational energy and the parabolic shape of U is usually excellent, but 
it does not really tell much about the Morse-curve letting U (in a gaseous molecule) 
become horizontal for large R, at a distance above the potential minimum giving the 
dissociation energy (plus half a vibrational quantum). As well-known from "ligand 
field" cases 41) of d 5 systems having S = 5/2 (sextet) groundstate and a first excited 
state S = 3/2 (quartet), the excited state may shrink, having its potential minimum at 
shorter R than the groundstate. The situation is further complicated in condensed 
matter (solutions, vitreous and crystalline solids) where there is no Morse limit at 
longer R, the other atoms present strongly counter-act the expansion of the M-X 
system. Optical excitation at an energy far above the dissociation of the weakest bond 
may not always induce dramatic photo-chemistry in condensed matter, for this reason, 
whereas a similar molecule in a dilute gas at least shows pre-dissociative broadening 
of the vibronic spectrum at a photon energy exceeding the lowest dissociation energy. 
One of the disadvantages of determining dissociation energies in the gaseous state is 
that cations cannot be studied so readily, though studies of appearance potentials in 
mass-spectra may be helpful. 
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Photo-electron spectra have allowed us to speak freely about "vertical" (and in 
fortunate cases "adiabatic" at lower I, without vibronic co-excitation due to changed 
R values) ionization energies of gaseous molecules, like one has done 1~ most of this 
century for atoms. In spite of a certain resistance among classical physical chemists, it 
has been recognized 22.23.4~ -44) that a chemical ionization energy Ic~m can be defined 
by adding 4.4 or 4.5 eV to the standard oxidation potential E ° relative to the hydrogen 
electrode. The most recent value proposed 45) for this constant is 4.42 eV in water, and, 
for instance, 4.6 eV in acetonitrile. A surprising corollary is that all gaseous atoms 
absorb energy (and hence do not form bonds in the sense used in molecules) when 
losing electrons and forming aqua ions in solution, with the marginal exception of 
lithium atoms. The way out of this dilemma is, that under normal circumstances, 
electrons are not available with zero energy; they need Ichem to be available, that is 
4.5 eV per electron in a solution on the limit of developing H 2 (and any system capable 
of being reduced by n electrons to a species having Ichem at least 5.7 eV is able to liberate 
0.2 atm. oxygen in equilibrium with the atmospheric air). 

The thermodynamic properties of aqua ions can be described, using the words 
M~ z in standard state in dilute aqueous solutions. As discussed in Sections 4.2 to 
4.5, there is a wide graduation of stoichiometric models of this standard state. The 
first aqua ion generally recognized 4°) was the mixed complex Co(NH3)5(OH2) +3 
reversibly and rapidly deprotonating (with pK one unit higher than acetic acid) to 
Co(NH3)5OH +2. Niels Bjerrum showed in 1909 that the violet Cr(OH2)~ "3 conserves 
its visible absorption spectrum for many hours in the presence of anions such as C1- 
and NCS-  (though classical measurements of the X -  activity show a proportion of 
them bound as second-sphere ion-pairs) and rearranging to Cr(OH2)sX +2 with differ- 
ent absorption band positions. The alums such as K[Cr(OH2)6] (SO4) 2, 6 H20 have 
the same transmission and reflection bands. Detection of the exchange of water bound 
to chromium(III) became possible with stable isotopes, but deuterium did not solve 
the problem, since the reactive intermediate is Cr(OHz)5OH z÷ forming Cr(OD2)~ "3 
after 12 consecutive exchanges of  deuterons in a large excess of heavy water. Only 
when 180 became available, the 20 h half-life of Cr - -O  bonds confirmed opinions 
derived from kinetics of  outer-sphere complexes transforming to Werner complexes. 
Such 180 studies were continued by Henry Taube on a large scale, especially on 
cobalt(Ill). These results made the slow reactions of octahedral Cr(III), Co(III), 
Rh(III) and Ir(III) complexes prepared by S. M. Jorgensen (and argued by Alfred Wer- 
ner to be octahedral a long time before crystallographic structures could be obtained) 
convincing evidence for chemical bonds, like in other inorganic compounds. Later, 
it was shown that nickel(II) forms octahedral complexes with bidentate ligands, such 
as with three phenanthroline (racemizing in minutes) and ethylenediamine (having 
reactions in the 10 to 1000 seconds range in freezing methanol at - -  100 °C, and already 
quite slow at --50 °C). 

Eigen developed temperature-sudden-jump techniques allowing the water ex- 
change in aqua ions to be measured in time-scales between 10 .9 and 1 s. This gave 
a lot of surprising information, but a difficulty is that it cannot be readily determined 
how many water molecules are exchanged (rapid rates may refer to the, by far most 
mobile, ligand) nor how many are present in the aqua ion. With bad luck, sulphate 
outer-sphere ion-pairs rearranging to MOSO 3 or MO2SO 2 groups may not be easy 
to distinguish from OH 2 exchange. At 25 °C, the green Ni(OH2)~ "2 was shown to 
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exchange with half-life I0 -4 s, whereas at least one water molecule in the copper(II) 
ion exchanges more rapid than 10 -9 S, and also more rapid than the zinc aqua ion now 
known to be Zn(OH2)~ 2 [in contrast to Zn(NHa)~2]. One may loosely classify aqua 
ions in five categories, the first being octahedral N = 6 and tetrahedral and quadratic 
N = 4, with a strong preference for both stereochemistry and N. A small second group 
comprises aqua ions of chromium(II), manganese(III) and copper(II) for which both 
N = 5 and 6 can be defended. A third, rather large group is best known from the 
trivalent lanthanides 23,46-48)  where N = 9 and/or 8 are the major possibilities. The 
exchange rate (reciprocal I/e) decreases 49) at 25 °C in the unit l0 s s -1 from 4.96 for 
terbium, 3.86 for dysprosium, 1.91 for holmium, 1.18 for erbium, 0.81 for thulium and 
0.41 for ytterbium, meaning half-lifes in the nanosecond range. Cerium(III) have 
strong transitions 50) in the ultraviolet due to the excited configuration containing a 
5d rather than a 4f electron. Luminescence and absorption spectra 51~ of Ce(OH2)~ -3 
ethylsulphate show one of the nine Ce--O bonds strongly distended in the excited 
state (living for 10 -s s) and arguments can be given that about 4 percent of the cerium 
(III) in aqueous solution have N = 8. Low concentrations oferbium(III) incorporated 
in ice 52) may show N = 8. Neutron diffraction (of rather concentrated) solutions, 
using different isotopes of the same element, might have solved this problem. 
However, both neodymium(III) showing an average N = 8.5 (equal amounts 53) 
of N = 8 and 9?) and dysprosium(III) N = 7.5 may be somewhat 54) influenced by 
the high salt concentration. Anyhow, this problem is less fundamental than it would be 
for a d-group chemist. The numerous crystal structures known of yttrium(Ill) and 
lanthanide(III) compounds show a rich variation of N from 6 (very rarely regular 
octahedral), 7, 8, 9, 10, 11 to 12 (both cuboctahedral, and icosahedral in M(O2NO)6 3 
salts). This is not a specific property of rare earths, it is also found by thorium(IV) 
and calcium(II), suggesting that the major reason is large ionic size compared to AI(III), 
Ga(III), Ti(IV) and Mg(II). Neutron diffraction of 1.0 to 3.9 molar calcium chloride 
solutions 55) indicate a gradual decrease of the average N from 10 to 6.4. These measure- 
ments did not allow an estimate of the distribution of adjacent N values for Ca(II), 
but agree with the calcite-type of CaCO 3 having N = 6 and the aragonite-type (ex- 
clusively found for SrCO 3 and BaCO3) N = 9. The cubic perovskites CaZrO 3 and 
SrTiO 3 have N = 12 in cuboctahedral coordination. 

A fourth category of aqua ions have also a wide dispersion of N values on an 
instantaneous picture, but at the same time, they are less defined because of wide 
dispersion of R, and the water molecules may be far less systematically oriented toward 
the cation than still true for Ln(III). K +, Rb + and Cs + belong to this category, and 
probably also T1 ÷ . On the other hand, the silver(I) ion is now known 4m to be Ag(OH2) ~" 
in contrast to linear Ag(NH3)~. An argument that Na + and Li + rather belong to the 
third category is that the Kohlrausch ionic conductance of K + is 50 percent larger 
than of Na + indicating a smaller effective diameter of the mobile potassium(l) than 
of Na(OH2) + using Stokes' law. Ba +2 is likely to belong to this lax category, what 
may be less likely for Sr +2. Since a cation forming a salt soluble in water must have 
contact with OH z at some long distance, there is a fifth category so large that the 
surrounding water behaves like the second-sphere water around Cr(OH2)~ 3 and 
Co(NH3)~ -3. Members include N(CH3) 2, N(C4Hg)~-, P(C6Hs) ~- and di-protonated 
H3NCH2CHzNH~ 2 undoubtedly involving hydrogen bonds to the solvent like NH~. 
However, one should not assume that the influence of the ambient water is quite 
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negligible on such large cations. It is discussed in Sect. 5.1 that the ionization energy 
3.06 eV of gaseous I -  is increased 3.2 eV by the hydration energy to the (adiabatic) 
I~em = 6.3 eV slightly lower than the photo-electron I close to 8 eV found for solid 
iodides of large cations. By the same token, I = 6.88 found lo.s6) for ferrocene 
Fe(CsHs) 2 vapour is modified to E ° of formation of Fe(CsHs) ~ close to +0.5 V in 
aqueous solution, the Ichem being 1.9 eV lower than the gas-phase I. Taken at face 
value, this suggests a hydration energy almost as large as expected, in view of the ten 
Fe-C distances in the molecule being 2.06 A and the 10 F e . . .  H distances 2.81 A, 
corresponding to a diameter about 6 A and a hydration energy close to 2 eV for the 
cation of comparable size. 

It is far beyond the competence of the writer to discuss the large and complicated 
difference between liquid water (formed with an heat evolution 0.45 eV per mole) 
and gaseous H20 molecules. Nevertheless, some of the most precise inorganic work 
involves exchange of water in aqua ions with ligands, normally emphasizing differences 
in free energy AG - '  RT(ln K) from formation constants K. When anions are involved, 
these "constants" depend strongly on the other ions present, and as emphasized by 
Jannik Bjerrum 5v) it is convenient to maintain an ambient salt medium of 1 to several 
molar NH~NO~- or Na+CIO~ -. The order of magnitude of K = [CrCl~2]/[Cr,~ 3] 
[C1- ] for exchange of one water molecule in chromium(III) aqua ions with one chloride 
tigand is 0.2. However, Bjerrum pointed out that if the activity of  water is not put at 1, 
as earlier, but the ejection of one water molecule occurs in a solution already 55 molar, 
the alternative Kal t is 55 times larger, or 11. Nickel(II) forms so weak a chloro complex 
that Ni(OH2)sC1 + can only be detected in above 9 molar hydrochloric acid. Under 
these circumstances, the activity coefficients vary so dramatically that other weak 
complexes such as CoCI~ 2, CuC13(OH2) ~- and CuC14 2 need a special technique 5~. 
On the other hand, all six ammonia complexes were shown 57) to be formed as octa- 
hedral " +2 NffNH3)n(OHz)6_" with K,  decreasing smoothly from 500 to slightly below 1 
from n = 1 to 6. These results of step-wise complex formation revised earlier ideas 
derived from the crystallization of solid compounds, and showed (after taking the 
molarity 55 of water into account) preferential binding of the first ammonia molecule 
30,000 to the sixth 50 times, relative to water. It was also noted that the ratio K1/K 6 
is larger than the statistical value 36 one would obtain, if the variation with n is ex- 
clusively due to available positions. A more extreme case is palladium(II) where the 
ammonia complexes Pd(NHa),(OH2)~an are formed 59) with K 1 = 4 .  10 9 normally 
written loglo K 1 = 9.6, and the three subsequent log~o K n = 8.9; 7.5 and 6.8. I f  K1 
had been much larger, it would have been almost impossible to determine, because 
pK = 9.3 of NH2- implies that the ratio [NH2-]/[NH3] necessarily is 2-  10 9 at pH 
zero, providing a lower limit of free ammonia concentration in presence of ammonium 
ions. For comparison, it may be noted that logto K~ for the chloro complex is close 
to 4 (so the first chloride complex is halfa million times weaker than the first ammonia 
complex) and that K 1 is small, and close to 1 for the first nitrate complex 6o). Complex 
formation was not detected with C10~- and p-toluenesulphonate "tosylate". The 
situation of comparable binding of water and chloride, and much weaker than of 
ammonia, is general for the 3d group (excepting the copper(I) chloro complexes) but 
not for ions like silver(I), palladium(II) and mercury(II) more similar 59) to copper(I). 

Entropy differences contribute to a large extent to the formation constants in aque- 
ous solution, in particular of multidentate amines (of which ethylenediamine is the 
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simplest case) and biological and synthetic amino-polycarboxylates (such as ethylene- 
diamine-tetra-acetate). In such cases, very strong complexes can be accompanied by 
endothermic (such as the dissolution of NH~'NO 3 in water, increasing the entropy 
strongly) or, at least, much weaker exothermic effects than expected. Such cases of 
opposite sign of AG and of AH are striking in fluoride complexes 6~) destroying a high 
degree of order of water around the dissolved F - .  This effect is beyond doubt related 
to strong hydrogen bonding known not only from salts of F H F -  but also from the 
species in hydrofluoric acid having pK = 3 not involving diatomic HF in water, but 

+ the strongly bound 62) ion-pair OHm'F-. By the way, Haq is now known from vibra- 
tional spectra 63) to be H3 O+ (as known from crystalline mono-hydrates of perchloric 
and of p-toluenesulphonic acid). The reason that this species had problems getting 
accepted (like NH2)  is the short life-time close to 2 • 10 -12 s. This means that a water 
molecule in pure water (necessarily containing 10 -7 molar H30 + and 10 -7 molar 
O H - )  on the average every millisecond goes through the avatar ofHaO + . When many 
text-books write H90 4 it is a quite asymmetric 63) adduct O ( H . . .  OH2)3 + like the 
hydrogen bonds in ice are asymmetric, not abolishing the individuality of the HzO 
molecules (but modifying them quite a lot from the gaseous H20 ). 

When 1 eV of free energy G at 25 °C means 16.9 powers of  10 in equilibrium con- 
stants, it also means that even the largest complex formation constants known are on 
the limit of  resolution of a theoretical description, if this limit hardly is better than 1 eV 
(that is 2 • 10 -5 of the total electronic binding energy of a zinc atom). When the first 
ammonia ligand is 10113 times better bound than the water ligand replaced 59) in the 
palladium(II) complex, the AG is only 0.67 eV, to be compared with AH of neutralizing 
H3 O+ with O H -  being 0.6 eV. This shows that "bonds" in aqueous solution are not 
always very similar to those in slowly reacting cobalt(III) and rhodium(III) complexes, 
of  which many isomers can be isolated. 

3 Carbon and Other One-Digit Z Elements 

3.1 Straightforward Lewis (1916) Behaviour 

The paradigm of Lewis 64) was that single bonds are effectuated by two electrons. 
The many difficulties and exceptions to this theory have been discussed at length in 
this series 4o~. Because inorganic solid compounds usually do not contain molecules, 
the inherent tendency to non-stoichiometry makes it difficult to give the number of 
inorganic compounds better than a factor 2, but it is certainly above l0 s and hence, 
organic compounds are some 10 times more numerous. Since perhaps half of the 
organic molecules can be reasonably well-described by the Lewis electron pairs, the 
paradigm is not far from majority, but now recognized to be miles away from uni- 
versality. It should be added in all fairness that the paradigm was formulated 10 years 
before Schr6dinger published his equation. It started as fixed places for each electron 
pair in the valence shell (not without connection with the resolution in 1900 of sul- 
phonium cations (SRR*R**) + with three different substituents in optically active 
enantiomers, as if they contained an "inversible substituent" compared to a carbon 
atom with four different substituents) and slowly evolved to a picture of small-am- 
plitude vibrations of the electrons around their equilibrium positions (much like we 
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consider nuclei in a crystal or molecule). This model was entirely alien to atomic 
spectroscopy, and the quantum chemistry slowly developing after 1927 was much 
closer to the ideas of Kossel 19) in 1916, and the spectroscopic version of the Periodic 
Table 23.65) established by Stoner in 1924. 

The proposal 64) of exactly four electron pairs in the well-behaved elements is a 
relatively less fundamental part of the Lewis paradigm, as seen from the behaviour 
of hydrogen (vide infra) and octahedral species such as SF 6, Co(NH3)~ 3 and PtC16 2 
being slower reacting (more "robust") than many organic compounds. Pauling (having 
a profound knowledge of crystallography, and a keen interest in quantum chemistry) 
incorporated 1931 the Lewis paradigm in the hybridization model 4°'41) creating a 
strong need for allocating 12 electrons to bonding of octahedral species. 

There are huge groups of compounds which nicely fit the simplest version of the 
Lewis paradigm. The best case is acyclic alkanes C,HEn ÷ a starting with methane, and 
having a strongly increasing number of isomers for n at least 4. The C - - H  and C- -C  
bonds are so similar in polarity that nobody felt any need to distort the electron pair 
close to one of the two atoms. This question might have attracted attention if CF 4 
was a more familiar molecule (but "teflon", polymerized CF a was a technological 
"spin-off" of the Manhattan project in 1944, needing hydrogen-free lubricants 
C, F2. + a not taking fire in presence of gaseous UF 6 used for 235U isotope separation). 
Quarternary ammonium cations such as N(CH3) 2 are clearly isoelectronic with al- 
kanes, in the example neopentane C(CHa) 4, and the molecule Si(CH3) 4 used as proton 
magnetic resonance reference, and all the corresponding germanes, stannanes and 
plumbanes (especially those with only one heavy atom) were perfect subjects. This is 
also true for diamond, and the isotypic silicon, germanium and grey tin. It is even the 
case for binary adamantoid semiconductors such as GaAs, ZnSe, CuBr, in a sense 
isoelectronic with Ge (though the beginning polarity in ZnSe makes CuBr a somewhat 
far-fetched case) and the corresponding InP, InAs, InSb, CdTe ... As implicitly in- 
corporated in the hybridization model, it is striking to recognize one success of the 
Lewis paradigm in substituted alkanes: regardless of the different size of hydrogen, 
fluorine, chlorine, bromine and iodine atoms (as seen from C - - X  bond lengths) the 
bond angles remain remarkably close to those occurring in a regular tetrahedron. 
Carbon and nitrogen compounds in this category are also invariantly colourless, with 
exception of yellow iodoform HCI 3 and red CI 4 (this is, of course, not true for low- 
energy gap adamantoid semiconductors involving two-digit Z atoms). If  N = 4 was 
exclusively a question of relative atomic size, one would expect the small carbon 
atom to "rattle" in CI 4 but it does not on the time-scale of Raman spectra. 

It is difficult to indicate the highest Z values for which the Lewis paradigm still 
has legitimate examples. HgI£ a seems regular tetrahedral in spite of the strong tend- 
ency to N = 2 in C1HgC1 and IHgI (the yellow, less stable solid contains this molecule, 
whereas the tomato-red modification of HgI 2 is a cross-linked polymer). It is difficult 
to tell exactly how regular tetrahedral BiI4- is; Gillespie says it contains a tone-pair, 
but the cubic crystal CsaTeC16 only shows deviations from regular octahedral symme- 
try 29) at short, spectroscopic time-scales, though tellurium(IV) and bismuth(III) 
are closely related by containing two electrons more than a closed d shell. The opposite 
problem of N above 4 in one-digit Z elements is discussed in Sect. 4.1, alkyI bridges 
between two Be(II) or AI(III) show N = 5 for carbon, the molecule Li4(CHa) 4 has 
N = 6 for carbon (bound to three lithium atoms of a face on the central Li~ tetra- 
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hedron, and to three hydrogen atoms) like the molecule CRu6(CO)I 7. Non-metallic 
CaFz-type BezC and Li20 have N = 8 for carbon and oxygen. Actually, Be(II) is 
relatively much more invariant tetrahedral N = 4 than carbon. 

The compounds complying with the Lewis paradigm exemplify the ideas of Frank- 
land on valency (derived 1850 from studies of pyrophoric Zn(CH3) 2 and other organo- 
metallic compounds with M--C bonds) and one of the earliest definitions of  valency 
was that it is 1 for hydrogen atoms. This exception from 4 electron-pairs was quite 
acceptable to Lewis; after all, the helium atom has only 2 electrons, whereas neon, 
argon, krypton, xenon and radon have 8 electrons in their outermost shells. Then, 
hydrogen should invariantly have N = 1. Some nagging exceptions were known, such 
as F H F - .  There are also hydride bridges 39.4o) such as (OC)sCrHCr(CO)~- closely 
similar to the analogous dimeric chromium(0) complex with iodide bridge. The old 
paradox diborane H2BH2BH 2 can be thought of as having two hydride bridges, zir- 
conium(IV) boranate Zr(H3BH)4 as having three hydride bridges in each of the ligands 
(providing N = 12) and NaCl-type LiH to CsH having N - 6 like the cubic perovskites 
BaLiH 3 and EuLiH 3 having a regular octahedron foi- lithium(I) and each H(--I)  

is bound to two Ba(II) or Eu(II) on each of two Cartesian axes, with R ~/2 times as 
long as for the two Li-H distances on the third Cartesian axis. 

3.2 Multiple Bonds Between One-Digit Z Elements 

At the end of last Century, the more aliphatic part of organic chemistry had been very 
successfully classified with single bonds in R3CX (X = H, F, C1, Br, OH, NH 2, 
SH .... ), double bonds in ketones RECO and aldehydes (allowing one or both R tO 
be hydrogen) and "olefins" RzCCR 2, and triple bonds in nitriles RCN and acetylenes 
RCCR. Malonic acid can be fully dehydrated to OCCCO having only double bonds. 
This system provided the most constructive use for the Lewis paradigm. The sum of 
the multiple bonds is 4 in carbon atoms (with exception of CO having the highest 
known dissociation energy among all diatomic molecules; it is recently considered 
as having a triple bond between C- and O ÷ making it isoelectronic with N z having 
the next-highest dissociation energy, and almost cancelling its electric dipole moment). 
This is true for NR~ as well, but ammonia, primary RNH 2, secondary RaNH and 
tertiary amines R3N were said to have a Ione-pair. In well-behaved elements maintain- 
ing four electron l~airs, one way or another, the number of bonds multiplied by their 
bond-order 1, 2 or 3, and the number of lone-pairs, have the sum 4. Subsequent crys- 
tallographic and electron-diffraction studies of molecules have certainly confirmed the 
indications of lone-pairs in R3P, R3As, R3 S+, R3Se +, R3Te +, the pyramidal SO3 2, 
:C1Of, SeO3 2, BROW-, TeO~ -2, IO3, XeO 3, Pb(OH)~-, SnCI 3, SbC13, TeCI~- and the 
tetragonal pyramidal (like an octahedron lacking a ligand) TeFs, IF5 and XeF~. Gil- 
lespie 66) elaborated a model, where lone-pairs in main-group compounds occupy 
somewhat larger spatial angles than bonds to atoms, rationalizing the distorted stereo- 
chemistry. As long only one lone-pair is present, photo-electron spectra 9.26) show one 
low I of the gaseous molecule. Troubles start, when the Lewis paradigm prescribes two 
or more lone-pairs; gaseous H20 has one non-bonding orbital with I = 12.6 eV, but 
the second lone-pair cannot be detected (we are not here speaking about ice) and 
evidence can hardly be found for three lone-pairs in HF to HI. Recent quantum- 
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chemical results 40) are also opposed to the idea of two distinct lone-pairs in H20, 
and in general to the Lewis paradigm in many carbon to fluorine compounds. It is 
clear that counting lone-pairs and multiple bonds is based on a unshrinking belief 
in the sum representing 4 electron-pairs. This is why NaCl-type nitrides, oxides and 
even some non-metallic carbides with N = 6 are uncanny, and cannot all be swept 
under the rug as ionic compounds (as MgO and Li20 perhaps may be). The writer has 
great sympathy for the pragmatic use of  double and triple bonds in organic compounds, 
but is very reluctant (cf. Sect. 5.2) to greet multiple bonds involving two-digit Z values 
as more than figments (with a possible and metaphorical acceptance of triple, short 
V-O and U-O bonds in vanadyl and uranyl ions 67) in analogy to N2). 

3.3 A r o m a t i c  Colourless Sys t ems  

Formiate H C O ;  and other carboxylate anions RCO 2, nitro-alkanes RNO 2 and 
benzene C6H 6 have mild problems with the Lewis paradigm. One of the two oxygen 
atoms in a carboxylic group might carry the negative charge (having been a OH group 
before the deprotonation of the acid) and form a single bond to the carbon atom, and 
the other oxygen form a double bond. This situation of average bond-order 1.5 occurs 
also in benzene, where each of the two Kekul6 structures with alternating single and 
double C - - C  bonds is compatible with the counting of electron pairs. The problem of 
RNO 2 is more a question of nitrogen being as well-behaved as not yearning for five 
electron pairs (like PFs). Before Arrhenius, ammonium salts NH4X had five bonds, 
like nitric acid HONO 2 one single and two double bonds. It may be noted that, by far, 
most stable nitrogen(V) compounds have N = 3 and hence the average bond order 
(NO~-) 1.33, and that strongly oxidizing N(V) with N = 4 (ONF a and NF~) have 
only single bonds, necessitating N + O -  in ONF 3 and in two of the three N - - O  bonds 
of nitrate. 

There is no doubt that the "resonance structures" were conceived as a "mesomeric" 
migration of electron pairs in analogy to the tautomeric mobility of protons in many 
compounds. From a purely quantum-mechanical point of view 29) instantaneous 
pictures of atoms and molecules each show the electrons on scattered positions, like 
a swarm of bees tending to be close to one or more queens (this metaphor for the nuclei 
has the weak point that they are thousands of times heavier than the electrons). Only 
a large number of repeated, differing, instantaneous pictures add up to the "objective" 
electron density prescribed by the wave-function. Of the nuclei are approximated with 
geometrical points, three nuclei cannot avoid being co-planar, and hence to exemplify 
the point-group C,, but P4, CH4 ....  cannot avoid almost always having nuclear posi- 
tions exemplifying the lowest point-group C 1 in the same strong sense that almost all 
real numbers are irrational, the Cantor cardinality being larger than the rational or 
even algebraic (non-transcendental) numbers. Only the time average of such instan- 
taneous pictures possesses the point-group T d. The whole idea of "fluxional" molecules 
is an extension of tautomerism, such as mercury(II) cyclopentadienide Hg(CsHs) 2 
showing N = 2 on instantaneous pictures, having only one short R to each of the 
two pentagons C s (like a circus seal rotating a hula-hoop with five bells attached on 
his nose) in contast to Fe(CsHs) 2 having ten identical internuclear distances Fe-C 
to the (admittedly almost freely rotating) pentagons. 
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We know that nuclear positions are to be taken seriously, but is there really any argu- 
ment for insisting on resonance between Lewis structures ? However much absence of 
two 1,2-substituted benzene isomers is a doubtful argument, all subsequent vibrational 
spectroscopy and crystal structures have discouraged the two Kekul6 structures to 
subsist (whereas many protonic tautomers have been fully characterized). In larger 
aromatic hydrocarbon molecules, the numerous Kekul6 structures become rather 
complex. Already naphthalene can have one of the five C = C between the two central 
carbon atoms (having no C--H),  or this central bond can be single, needing three and 
two double bonds in the two connected hexagons. When a sufficient number of hexa- 
gons and other polygons occur, the chemist may ask (like the little child looking for 
the elegant clothes of the Emperor in the tale of  Hans Christian Andersen) whether 
Lewis structures involving varying bond-order are really the only ingredients needed 
to describe such systems (Sect. 5.2) and this is the reason why Hiickel treatment of 
aromatic molecules and polyatomic ions (like the well-known ligands CsH ~, CTH 7 
and CsH~ -2) became a strong incentive to M.O. theory (much as "ligand field" ideas 
later became in the specific field of  partly filled d shells) though the straightforward 
aliphatic compounds were left under V.B. jurisdiction. 

Nearly all aromatic hydrocarbons and derived heterocyclic systems, and also the 
CCO 2 and CNO 2 sub-systems ("moiety" groups) have their nuclei in a plane (let it be 
z = 0) on a time-average picture. Wave-functions (including "orbitals") then have 
to choose between being ' ~ "  having the same value in the points (x, y, --z) and (x, y, z), 
or "n"  changing sign, when z is multiplied by --1. This is an operation analogous to 
parity in the presence of an inversion centre at (0, 0, 0) being even (g = "gerade") 
when the wave-function is identical in each couple of (--x, --y,  --z)  and (x, y, z), or 
odd (u = "ungerade") when it is multiplied by - -  1. Though the main part of the Htickel 
treatment frequently is called "n"  electron theory, one should not confuse this two- 
valued quantum number with )~ in the linear symmetries replacing l from spherical 
symmetry, being denoted ~ (X = 0), n(1), 5(2), q~(3) . . . .  Among the three orbitals of 
a given p shell, one (angular function proportional to z) is ~ and two (x and y) n, but 
the "n"  is (z) and the two "~" (x and y). Quite general, if an orbital can be characterized 
both by l and by ~., it is "~"  when (l + ~.) is even, and "n"  when (l + ~.) is odd. Hence, 
the (2l + 1) orbitals of a given shell distribute on (l + 1) being "c~" and l being "n". 

3.4 Organic Colorants 

It is, of course, a physiological accident that colourless compounds do not absorb light 
below 3.2 eV (bees would put this limit at 4 eV, where the ozone layer cuts off the solar 
spectrum) but the text-book expectation that organic colorants just have their excited 
"n"  system states at lower energy than anthracene and dipyridyl encounters complica- 
tions. Lewis and Calvin 68~ wrote a review: "The Color of  Organic Substances" illus- 
trating how the numerous "resonance structures" of V.B. treatment induce a genuine 
difficulty, that most organic colorants are not only aromatic (though not all planar, 
as seen from derivatives of orange C(C6H5) ~ called triphenylmethyl colorants, in 
contrast to the colourless carbinol C(C6Hs)3OH, where OH can be replaced by H or 
C1 in a fairly smooth way). There is no predominant "resonance structure" for the 
groundstate, which can be described by three or more chemical formulae (in the Lewis 
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sense) all quite plausible. The typical organic colorants fall outside "colourless" 
organic chemistry by not allowing this choice, and it was argued early that the low- 
lying excited states are alternative linear combinations of these structures. 

A typical triphenylmethyl colorant is Crystal Violet (Gentian violet) C[C6H4N-- 
(CH3)2] ~- having three para-(dimethylamino) substituents, one on each benzene ring. 
Changing to a moderate acidic solution, the cation has added a proton, and carry two 
positive charges, and is green. In very strong acid, the yellow cation has added two 
protons, having +3  charge. Malachite Green (C6Hs)C[C6H4N(CH3)2] ~- has only 
two p-dimethylamino-substituted rings, and keeps one unsubstituted phenyl group. 
At pH below 2, the colour changes from green to yellow, the cation with two charges 
having accepted a proton. The common feature of these cations are that the positive 
charge no longer is delocalized more or less evenly on the 19 carbon atoms of 
C(C6H5)3 + but to a large extent is delocatized on the nitrogen atoms, protonated or 
not. This should be itself "normalize" the cation from the point of view of Lewis, 
but the paradox remains that the structure having nitrogen in the + 1 cation of Crystal 
Violet or Malachite Green carrying the charge, also induces a quinonic situation with 
four double bonds, one C =  C between the central carbon and the ring carrying the 
positively charged nitrogen, two (and not three) C = C between the six phenyl carbon 
atoms, and finally C = N. 

Armstrong pointed out in 1885 that both para (1, 4) and ortho (1, 2) quinones 
normally are colored, and suggested typical aromatic colorants to be "quinonoid", 
a quite successful hypothesis. Among essentially planar aromatic colorants may be 
mentioned alizarine, the 1,2-dihydroxo derivative (substitution in ~- and j3-position 
on one ring) of anthraquinone, which can itself be thought of as anthracene having 
added an oxygen rather than a hydrogen atom on the two accessible carbon atoms of 
the middle ring. Before alizarine was synthezised, it was an important agricultural 
product from the madder root. It is a pH indicator; it is moderately orange under 
most circumstances, but at high pH, or even at pH around 5 in the presence of dissolved 
aluminium(III) salts, the solutions turn dark red, and precipitate the aluminium com- 
plex on textiles. The red colour is due to the deprotonated anion having lost the protons 
from the two OH groups, chelating many metal ions as a bidentate ligand. 

Among many other colorants, conceptually derived from the three-ring anthracene 
C14H10 Methylene Blue may be mentioned. This cation has a very high molar extinc- 
tion coefficient ~ ~ 10 5 in the red, and has the two middle carbon atoms replaced by 
one nitrogen and one sulphur atom, and at J~-position relative to sulphur (7-relative to 
the heterocyclic N) one H replaced by one N(CH3)E group on each of the two C6 
rings. Once more, it is a matter of sheer opinion, whether one places the positive charge 
of the Methylene Blue cation on the sulphur atom, or at several other places. This 
ambiguity is much more pronounced in the large class of "xanthene dye-stuffs" of 
which the major fragment is also derived from anthracene. The S atom of Methylene 
Blue is here an oxygen, and the N now carbon, but nearly always substituted by one 
s-benzoate group C6H~CO ~- (which may be protonated at low pH). On each of the 
two external rings of anthracene, an O (or OH) group is situated in [3-position. The 
fluoresceinate anion flu- 2 is this system without any H attached to the oxygen atoms. 
With pK = 6.7, a proton is fixed in f lu- at the carboxylate group, hardly having any 
spectroscopic consequences. The neutral flu ° is formed with pK = 4.4, and is a 
quinonic form (one H on one of the two exterior O, and one on the carboxylic group) 
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in equilibrium in less polar solvents with a lactonic tautomer, and the ~ t ion  flu + 
formed in aqueous solution with pK - 2.2 (and in molten boric acid with great ease, 
probably establishing ring-C to O-B contacts, like poly-alcohols forming B(OR)4 
with B(OH)3 becoming a quite strong acid). The long-lived triplet state in boric acid 
and in very strong aqueous acids 69.70) has a different fluorescence band, and may also 
undergo "delayed" fluorescence by (slowly) being thermally excited to the first 
excited singlet state, having a life-time of only 4 • 10 -9 S and very high quantum yield 
of fluorescence. 

Other xanthene dye-stuffs are Eosine substituted by four bromine atoms on the 
three-ring moiety of fluorescein, and Rose Bengal v l) having four iodine atoms there, 
and further on, four chlorine atoms on the benzoate moiety. The various versions of 
Rhodamine (of great importance for tunable lasers 72 ~) have in common the two exte- 
rior oxygen atoms of fluorescein being replaced by N(CzHs) z substituents. It is evident 
that this is not the space for summarizing all the chemistry of colorants 73.74) but for 
our purpose, the important feature is that, in a certain sense, organic colorants do 
not have definite chemical formulae, but are ambiguous about the place in large poly- 
atomic cations and anions, where the charge is localized to the first approximation. 
This reminds one of the (relatively rare) ligands which are not "innocent" in the sense z2) 
of allowing neighbour atoms with a partly filled d-shell to have a definite oxidation 
state, which is a far deeper difficulty than just being mixed electrovalent-covalent, as 
usually the case for inorganic compounds. 

It has frequently been pointed out that graphite being black, and a two-dimensional 
metal, is a limiting case of very large aromatic systems. As we discuss in Sect. 5.3, the 
chemical bonding characterizing the metallic state, has some precursors in the strongly 
coloured compounds, not being openly metallic. An interesting case is the photo- 
chromic compounds 48.75.76) shifting intense absorption bands by spiropyran rear- 
rangement or related modifications in dithizonate complexes of heavy metals. A sub- 
ject touching the next Section is the molecule C60 detected in mass-spectra of volatilized 
carbon. It seems to have icosahedral symmetry, the quasi-spherical surface covered 
with pentagons and hexagons, and called buckminsterfullerene (after a famous archi- 
tect) 77.78) though it is not absolutely excluded that other symmetries of C60 may be 
nearly as stable, and reorganizing very slowly 77, 79~ 

3.5 Computer Compounds 

Besides quantum-mechanical calculations being feasible for a molecule or ion contain- 
ing a few nuclei of one-digit Z elements, without any need of experimental input 
(though in many cases, the internuclear distances are prescribed by extrapolation of 
known species) there has been a motivation for calculations derived from mass- 
spectra of  cations having a composition unfamiliar to inorganic chemists. For several 
years, quantum chemistry has been the best (and only) available way of getting infor- 
mation about structure of H~, CH~ (looking as a loose adduct of H 2 and CH3) 
and many gaseous lithium compounds such as Li6C, Li4S and Li6S. As other examples 
of such molecules not following customary valency rules may be mentioned the studies 
by Wu 8o) of gas-phase equilibria, involving LisO (heat of atomization 13.3 eV), 
Li40 (12.0 eV) and Li30 (10.0 eV). Admittedly, these values are not much larger than 
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7.7 eV for LizO (compared with 1.0 eV for gaseous Li2). By the way, the heat o f  atomiza- 
tion of  Li 4 is 3.4 eV, so in this sense, lithium behaves like phosphorus. 

Without worrying too much about 11) how CASSCF calculations are performed on 
C R A Y  1, 2, 3 ... computers, it is worth noting that a very fruitful field is helium 
chemistry. Among  neutral molecules, it started al) with HeLiH, but it is n o w  82) 

doubted whether the bond-breaking between He and diatomic LiH was not evaluated 
to 0.08 eV because of  insufficient accuracy of  the model used in 1969. On the other 
hand, more elaborate calculations 83) show that HeBeO needs 0.17 eV for dissociating 
to He and gaseous BeO (which, of  course, has an energy of  condensation to crystals 
of  6.7 eV). It is hoped that the triatomic HeBeO may be detected in cool matrices (such 
as argon solidified by sudden cooling to 4 K). 

Nearly all the numerous helium-containing species 84) stable toward dissociation in 
the gaseous state are cations. Mass spectra clearly show He~-, Hel l  + (experimental 
dissociation energy 1.95 eV), HeNe +, and HeCN + calculated ss) to need close to 1.6 eV 
to dissociate in He and CN. Most diatomic MX + have relatively high dissociation 
energies (Chapt. 35 ofRef, z9)) because they dissociate to M + and X ° or to M ° and X + . 
The major part of  gaseous MX +2 have a repulsive potential curve for large R because 
of  Coulombic interaction between the two most  stable fragments M + and X + . How- 
ever, if the ionization energy 12 of  M + is lower than 11 of  X ° there is no strong repul- 
sion at large R. Actually, HeBe +z is calculated s6) to have the dissociation energy 
~0.7  eV and HeTi +2 0.16 eV. It is argued 86) that HeV +3 has a metastable potential 
minimum in spite of  Coulombic repulsion (I 3 of  V + 2 is 29.31 eV) and dissociates very 
slowly, if formed. HeRh +2, HeW +2, HePt  +z and HezPt +z are detected sv) in mass 
spectra, adding to the complication of  M H  + looking like "supernumerary" isotopes 
of  M +. With the argument above, all lanthanides have 13 of  Ln +2 lower than I~ 
= 24.59 eV of  helium, with exception o f  24.9 eV for Eu +z and 25.05 eV for Yb +2. 
Hence, at long R, HeEu +3 and HeYb +3 dissociate repulsively to He + and Ln +z 
(showing that the base helium coordinated to Eu +3 or Yb +3 is too strongly reducing) 
whereas the other HeLn +3 should have an absolute minimum of  the potential curve. 
The predicted chemistry 82.84) of  helium and neon is quite different from that 21,29, ss~ 
of  krypton 01 = 14.00 eV) and xenon (I 1 = 12.13 eV) extensively studied since 1962, 
though Pauling s9) predicted in 1933 that perxenate XeO6 4 (in analogy to Sb(OH) 6)  
and several other compounds can be prepared. For  instance, HeF + is calculated to be 
repulsive for all R (HeN + seems to have the dissociation energy 0.15 eV and HeNe + 
0.4 eV) whereas calculated ArF  + (needing Zl) gegen-ions such as BeF~ -z or BF~ 
providing a strong Madelung potential for permitting hope of  isolation) and numerous 
salts of  KrF  + and XeF + are quite stable. These NgF  + (noble gas) dissociate to Ng + 
and F °. The chemistry of  helium does not involve bonding to strongly electronegative 
elements, but rather helium acting as a base coordinating to H + and strong anti-bases 
(Lewis acids) such as gaseous M +2 and M +3. 

Organo-helium chemistry has been treated s2. s4) with the most refined computing 
techniques available. The groundstate and low-lying excited states are either triplet 
(S = 1) or singlet (S = 0) and can have surprisingly different R values for the (absolute 
or relative) potential minima. For  instance, HeC + 2 has a dissociation energy (produc- 
ing He ° and C +2) 0.7 eV comparable to HeBe +2 having s6) a much lowerI 2 = 18.21 eV 
of  Be +. Gaseous HezC + z has a strongly bent (84 °) singlet groundstate (to be compared 
with singlet o f C F  2 but triplet of  the isoelectronic H C H  135°). R is 1.61 A to be compat-  
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ed with the first (excited) triplet 1.17 A (angle 100°) and, in HeC ÷ 2 1.58 Lk for the singlet 
groundstate and 1.17 A, for the lowest triplet. Though isoelectronic with HCCH, the 
HCCHe + is (trans-)bent on both angles, the He--C distance 1.I0 A. This species may 
be detected as ephemeric result of 13-decay in tritiated acetylene HCCT. The singlet 
groundstate of HeCCHe +2 is linear, with He- -C 1.08 A, but is 5 eV unstable relative 
to two HeC + . The linear doublet groundstate of HeCC + also has He--C 1.08 A,, but 
is a relative minimum, 1.7 eV unstable relative to the CC + groundstate. 

Since helium is the second-most abundant element in the Universe, and carbon the 
fourth, and since O-(Wolf-Rayet) and B-type stars having surface temperatures above 
30,000 K emit intense ultraviolet radiation able to ionize atoms to H + and even He + 
over large distance, the organo-helium cations may play an astrophysical r61e. In 
many (rather dark) clouds, the interstellar space contains familiar and less familiar 
molecules, such as CO, CH, CH +, OH, HCO, HCO +, CCH, NH 3, C4H +, HzCNH, 
H/NCN, CH3OH, CH3CN, CH3NH2, C2HsOH, HCTN, HCoN, HCIIN .. . .  mainly 
detected via their micro-wave rotational lines. In M- and S-type stars with low temper- 
atures (below 4000 K) as well as in sun spots, diatomic molecules with high dissocia- 
tion energy are frequently detected via absorption bands, mainly in the visible, such 
as Cz, CN, SiO, TiO and ZrO. A last example of the contributions of quantum chemis- 
try to astrophysics may be mentioned, the lowI o = 0.75 eV of gaseous H- ,  0.03 times 
11 ofisoelectronic helium, where H-  (having no Hartree-Fock state) has great influence 
as an electron buffer in stellar atmospheres. 

Predictable chemistry of(Z + 1/3) and (Z + 2/3) has had, until now, less involved 
numerical calculation than helium chemistry has. The need for such novel considera- 
tions arose when Gell-Mann in 1964 proposed three types ("flavours") of quarks, 
u (up) with charge +2e/3 and d (down) and s (strange) both with the charge --e/3 
to justify the symmetry types and other properties of the roughly 100 known "ele- 
mentary" particles. Two further quark types are now recognized, c (charm, +2e/3) 
and b (beauty, --e/3). This description became well-known 9oj after 1974, suggesting 
that the proton (u2d) and neutron (ud 2) are not anymore structureless than other nuclei 
characterized by the quantum numbers Z and N = (A --  Z) with quark configuration 
u2Z + NdZ + 2r~. On geochemical time-scales, any negatively charged system is rapidly 
quasi-permanently fixed on a positive nucleus (most likely 1H and 4He in Cosmos) and 
a quite strong fractionation is predicted 91-94) of the individual "new elements" 
having their chemical behaviour determined by their (Z + 1/3) almost independently 
of their atomic weight, which may easily be 300 to l0 s amu. Recently, a new proposal 
is of uds-matter 95-97) having roughly twice the density of conventional nuclei and 
containing comparable amounts of u, d and s quarks. This may represent the opport- 
unity 23.65,94) to find fractional charge in systems containing (3A + 2) quarks (but 
atomic weight much above A) in concentrations around one per 102o amu (6000/g) 
or higher, in specific minerals or sea-bottom manganese nodules. Z is much lower than 
A, but can well'be high above 100 because of differing barriers against fission 92-94) 
The parallel description 9s) of predicted (Z __+ 1/3) chemistry in terms of Mulliken 
electronegativities of monatomic entities is impeded by difficulties becoming conspic- 
uous by comparison with the chemistry of known elements 9,,  99). 
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4 Two-Digit Elements 

4.1 P r e f e r r e d  S te reoehemis t ry  

It is perfectly legitimate that models of  "chemical bonds" have the ambition to predict 
bond angles and not only to rationalize the bond-breaking (and full atomization) 
energies, and the internuclear distances R in different categories of compounds. The 
interest in tetrahedral distribution of nearest-neighbour atoms around carbon and 
many other elements, and in octahedral coordination of slowly reacting d-group 
elements, was high at the end of the last century, a long time before crystal structures 
were available (and confirmed most of the ideas already known). In the hybridization 
model of Pauling (1931) bond angles were transcribed backwards to be indicators of 
the hybridization prevailing, as we all are familiar with N = 3 sp 2 and N = 4 sp a 
labelling. This remodelled version of the Lewis paradigm has many problems, when 
two-digit Z atoms are involved 40). However, it may be worthwhile to consider unusual 
aspects of boron stereochemistry. Beryllium(II) is regularly tetrahedral to an even 
stricter degree than carbon, so one might have interpolated that B(III) would be 
similar. Indeed, monomeric B X  3 and BF~-'show N = 3 and 4 like nitrogen(V). How- 
ever, the cubic crystals CaB 6 isotypic with the semiconducting Sr(II), Ba(II) and 
Eu(II) hexaborides, and the metallic M = La, Ce, Pr, Nd, Gd and Th showing the 
conditional oxidation state 21.23,65~ Ln[III] and Th[IV] with loose electrons have 
N = 24 for M (beating the record of organometallic compounds such as U(CsHs)3X 
and U(CsHs) 2 having N = 16) and the boron atoms form a network of octahedral 
B 6 moieties, connected in the six Cartesian directions with 6 other octahedra. That 
means N = 5 for each boron atom, situated above the plane of 4 B in a square, and 
completing the pyramid with a fifth B on the top. The same environment of 4 B is 
found ~00) in B6H6 2 being an octahedron "with nothing in the middle" as known from 
cluster compounds suchas ' +z Nb6Cllz, Ta6CI~-z a, M06CI8 +4 and one of the modifications 
of Pt6Cllz. By the way, boron also forms tetrahedral B4CI 4 analogous to P4. The 
icosahedral loo) anion BlzH~-2 z has N = 6 for each boron situated above a pentagon B 5 
and having an axial hydrogen atom. Many other boranes and anions contain more or 
less complete fragments of a Blz icosahedron, as is also true for several crystalline 
modifications of boron. The carborane anion C2B9H~] 2 functions as a ligand closely 
similar to CsH ~- stabilizing ~o~) nickel(IV) and cobalt(III) by two C and three B in the 
N = 10 complexes. The effect of carbon substitution in octahedral C2B~H 6 and icosa- 
hedral CzBIoH12 brings a touch of sanity into carborane chemistry, B being replaced 
by the isoelectronic C ÷, like pyridine in its protonated form is a replacement of C 
by N + in benzene. It may be noted that icosahedral to2) dodecahedrane, aliphatic 
C2oHzo has been reported. The text-book comment to boranes is "electron-deficient" 
in the sense that N = 5 in octahedral and N -- 6 in icosahedral surfaces of the B, 
armour cannot obtain 10 or 12 electrons demanded by the Lewis paradigm. Assuming 
that the B - - H  requires 2 electrons, neutral boranes of the octahedral type have, on 
the average, 1 electron available per B--B bond (like H~) and the icosahedral type 
0.8 electron. In the anions B6H6 z and B~2H~-~, these values are 7/6 and I3/15, respec- 
tively. This behaviour indicates that some delocalized M.O. are filled, and other (with 
L.C.A.O. basis set B 2s: B 2p; H Is) are empty (as pointed out by Longuet-Higgins) 
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at higher energy. This field may be rationalized by the polyhedral skeleton electron- 
pair approach and the tensor surface harmonic theory lo3-1o5~ also applicable to 
metal clusters (cf. Sect. 5.3). Actually, the more exotic aspects of boron chemistry 
illustrate well the situation of rigidly selected stereochemistry, though the local sym- 
metry is rather low. We now turn to the two classical examples of d-group behaviour 
investigated by Werner. 

4 . 2 0 c t a h e d r a l  Coordination 

This stereochemistry is frequently observed in sufficiently large main-group central 
atoms, such as Mg(II), AI(III), Ti(IV) (here not accounted as a d-group system because 
of the closed-shell character), Zn(II), Ga(III), Cd(II), In(III), Sn(IV), Sb(V), Te(VI), 
I(VII), Xe(VIII), Pb(IV) and, in the case of fluoro anions or MF, also Si(IV), P(V), 
S(VI), Ge(IV), As(V) and Se(VI). Nevertheless, the overwhelming predominance of 
octahedral coordination occurs 29. 106) in the Tanabe-Kamimura stable d 3 (S = 3/2), 
d 5 (S = 5/2), d 6 (S : 0) and d 8 (S = t) cases 21.22) V(II), Cr(III), Mn(IV), Mn(II), 
Fe(III), Co(III), Ni(IV), Ni(II), Mo(III), Tc(IV), Ru(V), Ru(II), Rh(III), Pd(IV), 
Re(IV), Os(V), Ir(VI), Os(II), Ir(IIl), Pt(IV) and Au(V). In these d 3 and d s systems, 
1.2 strongly anti-bonding d-like electron occurs less than the average value 2q/5 in 
octahedral complexes of d q amounting to a "ligand field" stabilization of some t to 
5 eV; and in diamagnetic (S = 0) d 6 systems 2.4 anti-bonding electron less than this 
average, amounting to 5 to 15 eV, as far as one-electron energy differences go (partly 
compensated by effects of spin-pairing energy, when decreasing S from 2 to 0). There 
is no such specific stabilization of d 5 with S = 5/2, so manganese(II) and iron(III) 
are usually octahedral for the same reasons as the similar magnesium(II) and alu- 
minium(III). N = 6 is very rarely represented by other symmetries. Trigonal-prismatic 
N = 6 is known from crystalline MoS 2 and WS 2 allowing intercalation of(even large) 
molecules 38. lo7) like graphite does, and bis- and tris-bidentate complexes of certain 
conjugated "non-innocent" ligands 22) of the maleonitrilo-dithiolate category. The 
oxidized complexes of apparent high oxidation number have very strong inter-ligand 
attraction between sulphur atoms, as seen from the almost square disposition of four 
sulphur atoms belonging to two different ligands. 

4.3 Quadratic Coordination 

The existence of MX 4 more stable in the point-group D~ than in T a has been consider- 
ed, since 1931, as a striking argument for angular directivity in the chemical bonding. 
Nevertheless, the Madelung constant 22) is 2.1628 on the X site (if the X charge is --e) 
in the tetrahedral case, only 4 percent larger than 2.0858 in the quadratic case ("square- 
planar" is slightly redundant, most squares being planar). Nevertheless, this pheno- 
menon is rather restricted to definite central atom configurations 2~9, mainly dia- 
magnetic d s such as nickel(II), copper(III), rhodium(I), palladium(II), silver(III), 
iridium(I), the classical case platinum(II) of  which many trans- and cis-isomers of 
MX2Y 2 were isolated last Century, and gold(III); and the bromine(III) BrF~-, iodine 
(Ill) ICI~- and planar C12IC12IC12 isosteric with Au2C16 and xenon(IV) in the XeF 4 
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molecule. The common feature of diamagnetic d 8 and p2 systems is a lone-pair (3z 2 --  r g) 
or (z) perpendicular on the molecular xy-plane, and strong bonding to those ligand p 
orbitals making the empty orbitals (x g - -  y2), or (x) and (y) strongly anti-bonding. 
According to Gillespie, there are two lone-pairs in XeF 4 taking the Xe 5s orbital into 
account, but it is rather futile to affirm or deny this 291. 

Some quadratic nickel(II) complexes, such as yellow Ni(CN)£ 2 having all nine 
nuclei on two Cartesian axes, can add cyanide to form orange Ni(CN)~ -a remaining 
diamagnetic, and isosteric with tetragonal-pyramidic, green (S = 1/2) Co(CN)~ -3 
and similar to Cu(NH3)~ z. Two bidentate ligands form a rectangular coordination 
around d 8. This would be a geometric trivial remark, if it was not because dithiocarba- 
mates Ni(SzCNR2) 2 and dithiophosphates Ni(SzP(OR)2) z show the bond angle 
SNiS to a given ligand below 80 °. On the whole, many quadratic d 8 complexes show 
properties suggesting minor deviations from strict quadraticity, e.g. of palladium(II) 
43, 59) 

4.4 Indifferent N Above 6 

There is little doubt that the abundance of octahedral main-group complexes is due to 
the fact that 6 ligands retained on a spherical surface with a central attractor, and 
having almost any plausible expression of inter-ligand repulsion, is highly stabilized 
as a regular octahedron. This contributes also to the relative scarcity of N = 5, as 
seen from gaseous PC15 crystallizing as PCI~'PCI 6 (to be compared with PBr~ Br-). 
Werner expected all five regular "Pythagorean" potyhedra to be preferred by com- 
pounds, but this is not at all true for N = 8 arranged in a cube MX8. A monomeric 
entity would be unstable relative to an Archimedean tetragonal anti-prism D4a in 
any monotonically decreasing inter-ligand repulsion, since turning the four X by 45 ° 
in the lower plane relative to the upper square X 4 would increase twelve X-X distances 
by at least 21 percent, decrease four by less than 11 percent, and let 12 out of 28 remain 
invariant. The sum of reciprocal X-X distances (using as unit the shortest X-X distance) 
is 22.79 in the cube and 20.93 in the Archimedean anti-prism. The cubic crystal types 
like CsC1 and CaF 2 stabilize N = 8 by a collective effect of the Madelung potential. 

Any models introducing a plausible inter-tigand repulsion conclude that N = 7, 8 
(including both the tetragonal anti-prism and competing alternatives), 9, 10 and 11 
are remarkably indifferent against the positions of the ligands on the constant distance 
R from the central nucleus. The Madelung potential in icosahedral MX12 is only 
0.2 percent larger 29) than in cuboctahedral MX12. These results agree with observa- 
tions on calcium(II), yttrium(Ill), all the trivatent Ianthanides 23.46 -d,8, 65) thorium(IV) 
and uranium(IV). There is hardly any sign of angular directivity, when N is above six. 

4.5 W a te r ,  Other  Solvents, and Glasses  

It was already discussed in Sect. 2.2 that aqua ions in solution present a very wide 
dispersion (classified in five categories) from complexes almost as slowly reacting as 
organic compounds, e.g. Rh(OH2)~ "3, to species such as Cs ÷ and Ba ÷2 where very 
slight orientation of closest neighbour water molecules (with a rather indeterminate N) 
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is expected. The kinetic and stereochemical aspects of several aqua ions were reviewed 
by Hunt and Friedman los) showing extreme variations of rates of water exchange for, 
otherwise quite similar, aqua ions. From the point of view of the Lewis paradigm, the 
best example is Be(OH2)2 2 at 25 °C (like the following values) having the life-time 
0.55 millisecond. Its amphoteric deprotonation in alkaline solution to tetrahedral 
Be(OH)4 -2 is without the complications of Al13(OH)2 [ [in solution, disregarding 
degree of hydration, but probably AIO4AIla(OH)24(OH2)l+27 known from a crystal 
structure]. Evidence is available that lithium forms Li(OH2) ~ with a life-time of order 
10 -11 s, but it is not excluded that a mixture of  adjacent N values occur. As far as 
crystallization of salts goes, it is striking how unable many anions are to substitute 
H20 in main-group aqua ions, as seen from [Be(OH2)4]SO4, and [AI(OH2)6]C13 
precipitating from quite cold, concentrated hydrochloric acid (the corresponding 
chromium(III) salt can be prepared because of slow kinetics) whereas other hexa- 
hydrates contain [Ni(OHE)4Cla], 2 HaO and [Gd(OHa)6C12]CI. The life-time 108) 
of Al(OH2)2 3 is 6 seconds, to be compared with 0.55 millisecond for the (otherwise 
so similar) gallium(III), and 2 microseconds for the isoelectronic Mg(OH2)~ 2. 

In recent years, hexaqua ions of  several d-group elements have been studied in salts 
and in acidic solution, such as molybdenum(III) ~o9~, ruthenium(II)and(III) 110. m) 
and iridium(III) 112. t la). Previously, it was believed that quadratic Pt(OHa) ~- a cannot 
be prepared (because of inevitable disproportionation to metal and Pt(IV) hydroxo 
complexes) but it has now been reported u4). An interesting class of mixed aqua 
complexes is cis-Au(CH3)E(OH2)~ and fac-Pt(CH3)a(OH2)~ having very labile water 
i15) with life-times in the 10 -s s range [like Sn(CH3)2(OH2)2 2 and Ga(CH3)2(OH2) +] 
and very moderate pK values. This shows far more pronounced trans-effects than in 
the isoelectronic mixed ammonia-aqua complexes. Nevertheless, Au(CH3) ~ and 
Pt(CH3)6 2 are known. There is little doubt that AuCt 3 (OH)- is the anion of a mineral 
acid (i.e. having negative pK) but gold(III) is far more acidic than all other trivalent 
elements 116) with the exception of boron(III) and elements in columns V and VII. 
Text-books tend to say that PtC15(OH2)- is also a mineral acid, but this derives from 
studies by Miolati of the dependence of ionic conductance as a function of concentra- 
tion (by itself an excellent detector of H30 +) but pK is as high 117) as 3.8, and of 
PtBrs(OH2)- 4.4. 

In mixtures of alcohols and a few percent of water lls) coloured aqua ions show 
very weak changes of absorption spectrum from water. At lower H20 concentrations, 
the exchange of weakly bound CH3OH and C2HsOH is superposed by the Katzin 
effect of strong affinity to nitrate (usually very weakly bound in aqueous 60) solution) 
and chloride (particularly striking in the trivalent lanthanides). From this point of 
view, water and ammonia seem to have pronounced propensity for replacing univalent 
anions, in contrast to polar organic solvents. This distinction takes on enormous 
proportions in octahedral LnCI 6 3 and LnBr 6 3 only known in acetonitrile solution 119) 
and in cubic 23) elpasolite-type Cs2NaLnX 6. Solvent effects on the detailed electron 
transfer spectra 120) of IrBr 6 2 and related robust complexes dissolved as N(n--C4H9) 2 
salts in many organic solvents indicate shorter M-X distances (like under strong 
hydrostatic pressure) in the less polar solvents 121) 

Glasses are usually non-stoichiometric mixtures (excepting molten NaPO3) of 
differing oxides forming borates, silicates, phosphates . . . .  or, under more special 
circumstances, mixed fluorides 122-124). The narrow absorption and luminescence 
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bands (due to transition between the excited J-levels belonging to 4f a and the ground 
J-level) have been much studied in glasses 48.50), partly because of applications in 
lasers 48.1z4.125) and in luminescent solar concentrators 126). For our purposes, these 
spectroscopic studies have confirmed the strong dispersion of both N values and local 
symmetries 127). This trend is also found for manganese(II) having a long-lived (1 to 
25 millisecond life-time) high-yield broad-band fluorescence from its first excited 
quartet (S = 3/2) to its sextet (S = 5/2) groundstate 128.129). Though a major part of 
the Mn(II) may be fairly close to regular octahedral symmetry (as is definitely the case 
for nickel(II) and chromium(III) in fluoride 13o) glasses) there may readily occur 
N = 6 with very low symmetry, or small concentrations of N -- 7 and/or 5. Manganese 
(II) can store energy for some time (say milliseconds) and transfer it to lower-lying 
levels of simultaneously present lanthanides 129-131) 

These observations must be seen against the background that glasses are molten 
at a fairly high temperature. By gradual cooling, the viscosity increases greatly, and 
in practice, the mobility of  the nuclei is frozen in a rather narrow interval, producing 
a vitreous solid. Independently of what low temperature the spectroscopic measure- 
ments may be performed at,. the dispersion of internuclear distances continue tO be 
determined by the condition of glass-formation. Seen from this point of view, it is not 
surprising that some glasses 48) show high transition probabilities for emission and 
absorption in lanthanides, but it is in a way more instructive that nickel(II) and 
chromium(III) remain 130) so invariantly close to regular octahedral. The latter ele- 
ment has been much studied in oxide-type glasses, as reviewed lo6) in connection with 
Cr(III) in glass-ceramics. According to the detailed nature of  the immediate surround- 
ing, this 3d 3 system fnay sometimes emit a narrow line from the doublet state to the 
quartet groundstate (as known from ruby CrxAI2_~O 3 acting as a laser) and/or a 
broad emission band in the near infrared from the first excited quartet state. The 
problem with conventional glasses 132) is that none has been found to emit the broad- 
band luminescence with a quantum yield above 0.23 (in a lanthanum lithium phosphate 
glass). Much higher yields can be obtained 106) in glass-ceramics containing chromi- 
um(III). Everyday glass-ceramics are opalescent, but if the precipitated micro- 
crystallites are much smaller than 1000 It, a limpid glassy material is obtained without 
significant scattering of light. The micro-crystallites can be cubic spinel-type 
MgCrxA12_ ~O 4 or ZnCrxA12_ xO4 (gahnite); phases looking like petalite, virgilite . . . .  
It is, to some extent, a conceptual problem to what extent heterogeneous materials 
are excluded from chemistry. Because of the nuclei, no compound is a fractal structure 
further down than to the Democrit limit, and even water may be very small pieces of 
ice sliding on a lubricating modification of very low viscosity. The inorganic chemist 
is accustomed to condensed matter usually not consisting of distinct molecules, and 
he feels no reason to refrain from discussing chemical bonding in materials that are 
not necessarily more non-stoichiometric than the minerals are, and most (but not all) 
properties can be studied without single crystals being available. 
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5 Categories of Chemical Bonding 

Many text-books describe electrovalent, covalent and "metallic" bonding as the three 
paradigmatic categories of chemical bonding, adding cautiously that most compounds 
factually are intermediate cases between those asymptotes. As also pointed out by 
Epiotis in this volume 133) the "metallic" propensities show up even in materials that 
are not physical metals (conducting, with conductivity not increasing with higher 
temperature) and have some relation to the mildly diffuse 43) concept of "chemical 
polarizability" not being the first-order electric polarizability in a weak electric field. 

5.1 Madelung Potentials, Differential Ionization Energies, and 
Hydration Energy 

It was pointed out by Kossel 19) that the ionization energy of a noble gas is roughly 
4 times larger than of the subsequent alkali-metal atom, and later, it became clear 1) 
that the difference In+ 1 - -  I n is above a rydberg for elements from boron to fluorine, 
and of order of magnitude 10 eV for most other elements. It is not surprising that the 
unpolar character of C - - H  bonds, and the ready substitution of carbon for nitrogen, 
oxygen and sulphur made organic chemists believe that atoms are roughly neutral in 
compounds, and the polarity is a mild second-order effect relative to the two-electron 
bonds. This belief got embodied in the "electroneutrality principle" of Pauling that 
atoms have fractional charges in the interval - -e  and + e  (though a weak point of 
this rule is that SF 6 and IrF 6 have F charge between --0.17e and 0). However, in- 
organic chemists recognized before 1930 that 134) the Madelung potential frequently 

is capable of compensating the dramatic variation ofI  n. The Madelung energy is - -  a__ z2 
R 

hartree/bohr = - -z  2 (14.4 eV//k)/R with the Madelung constant 22.29~ ct = 1 for 
diatomic MX; 3.5 for linear XMX; 7.268 for MX 3 in a plane with X 3 an equilateral 
triangle; 12.326 for tetrahedral MX 4 and 12.172 for quadratic (cf. Sect. 4.3) and 
26.015 for regular octahedral MX 6. In all of these expressions, z is the charge of X 
(M having +Ne).  In crystalline NaC1, Madelung performed (an apparent condition- 
ally convergent) summation over an infinite lattice, arriving in a physically justifiable 
value at = 1.748 and for the CsCl-type ~ = 1.763. The concomitant energy is compar- 
able to I n variation; in alkati-halides, it varies from 12.5 eV for LiF to 6.4 eV for CsI. 
When applied to the NaCl-type MgO with z = 2, a negative electron affinity around 
--8 eV is evaluated for confined O- ,  though in practice, a gaseous ion or atom, at 
the worst, can refuse to bind an electron. It was argued 134) that the CCI 4 molecule 
cannot be fully ionic (it would dissociate), but that TiC14 might be, though it was later 
shown 22.135) that the Madelung energy of four C1- at the observed distance R = 2.18/k 
from a central Ti ÷4 would only account for a tiny part of the observed heat of  atomiza- 
tion of the molecule. It may be added that the early interest in Madelung energy was 
stimulated by the attractive theorem that the Coulomb interaction between spherically 
symmetric, non-overlapping ions can be evaluated from their representation as point 
charges in their centre (as Newton proved for gravitational attraction). Thus, it was 
argued 134) that all solid CaX containing calcium(I) would disproportionate to metallic 
calcium and ionic CaX 2 in close analogy to many copper(I) compounds, and it was 
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rationalized that Li(1) to Cs(I), Be(II) to Ra(II) and AI(III) only occur in the closed- 
shell form, the Madelung energy over-compensating the first I ,  of the gaseous atom, 
but being too small to help opening the closed shell. 

Rather than a black-or-white choice between electrovalent and covalent bonding, 
the concept of differential ionization energies 22, 2,~, 135~ allows a quantitative model for 
a gradual change. Several authors had already remarked that an extended Htickel 
treatment provides a strong dependence of diagonal elements of the one-electron 
energy (as function of atomic fractional charge z) and it was suggested 136.137) to define 
the electronegativity x = dE/dz of an analytical function expressing the total energy 
of a gaseous ion as function of z. It is an almost obligatory step to consider the average 
energy of all the states of the electron configuration considered. Actually, the ground- 
state of the nitrogen atom is 2.4 eV below the barycentre of 1 sa2s22p 3 and this difference 
increases regularily with z in the isoelectronic series, and is 4.3 eV in F + z to be compared 
with 1.7 eV in po and 2.3 eV in C1 +z, but the effect is much more pronounced 22) 
in the transition groups, and amounts to 5 eV in 3d 5 Mn +a, to 10 eV in 4f 7 Gd(III) 
and about 6 eV in 5f 7 Cm(III). The phenomenological barycentre polynomial 22) 
is a smooth function ofz  inside each nl-shell (derived from observed barycentre ener- 
gies): 

Eba r = E 0 + aoZ + (al/2)z 2 + (a2/3)z 3 

I(z) = (dEbar/dz) = a e + alz + a2 z2 (4) 

where Ed-is the (highly negative) energy of the barycentre of the configuration in the 
neutral atom (in the example above the groundstate energy of N O added to 2.4 eV) 
and the differential ionization energy I(z) is the differential quotient of the phenomeno- 
logical barycentre polynomial. The unexpected beauty of Eq. (4) is that the subsequent 
terms are very small 2o~. The Madelung potential can now be added as an explicit 
coefficient (times z) to I(z) of each atom, and the total energy minimized as a zero- 
point of the sum of I(z) and the Madelung potential. For a binary compound (also in 
the case of polyatomic MXff q) the z M and z x are connected with one free variable 
(colloquially called the ionicity). This treatment does not succeed in all cases; a major 
problem is 3d or 4f shells with very large a 1 and a 2 (corresponding to large differences 
between ionization energy and electron affinity). As also pointed out by Ferreira 241 
quantum mechanics does not allow a set of  atoms to get lower energy by all having a 
fractional z, relative to the situation, where some atoms carry the integer z, and others 
z + 1. The mechanism behind this paradox is that shells with q electrons exhibit 
q(q - -  I)/2 parameters of interele'ctronic repulsion (rather than the classical value 
q2/2 for an extended distribution) and hence, Nature pays a premium to electrons in 
shells with particularly large difference between ionization energy and electron affinity. 
Another difficulty is sharp energy minima at definite z values, such as CFa having z 
exactly + 2 for the carbon atom, having no 2p population, but exactly two 2s electrons. 
The z M obtained by minimizing I(z) plus Madelung contributions are typically be- 
tween + 1.5 and 3. One can estimate the covalent contributions to this treatment 22. 
~35~ bringing, e.g. the Zri down from 2.64 to roughly 2.2 in TiC14. The corrected z M 
values tend to be inside the interval + 1 to + 2, in good agreement with the estimates 22~ 
obtained for d-group complexes from the nephelauxetic effect. It must be remembered 
that the two covalent corrections have opposite signs; one counteracts the implosion 
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inherent in any electrostatic model, the Madelung potential getting k times stronger, 
if all distances are divided by k. For short R, the non-overlap assumed is no longer 
valid, and the local operator of kinetic energy 29.138.139) forcefully prevents implosion. 
The more "text-book-like" covalent contribution is the stabilization already seen in 
homonuclear molecules. On the whole, the model of  differential ionization energies 
gives a reliable picture of the comparable importance of covalent and electrovalent 
stabilization in most inorganic compounds. 

The hydration energies of gaseous cations and anions transferred from a gaseous 
state to aqueous solution is closely related to this discussion. If a perfect dielectric 
surrounds such a spherical ion with radius r, the energy gained is z2/2r in the unit 
hartree/bohr; or z 2 (7.2 eV)/(r/A). It was pointed out by Fajans and Morris ~4o) 
that the dissolution of most alkali-halides MX is almost enthalpy-neutral, only CsF 
and the heavier LiX dissolve rather exothermally. This shows that water cannot act 
on both M + and X -  as a perfect dielectric (for our scale of  precision, the reciprocal 
dielectric constant 0.013 of water can be neglected) since if they have comparable radii 
(r = R/2) the total stabilization corresponds to a Madelung constant ~ = 2, that is 
1.15 times the c( of the crystal, and if the two radii are different, the aqueous c( should 
be above 2. This problem is intimately connected with the addition of 4.42 eV to E ° 
in order to obtain Ichem (cf. Sect. 2.2) since the discrepancy can be shifted to the cation 
or the anion without this constant being accepted. Latimer z41) pointed out that the 
hydration energies (in eV) of the four X -  fluoride (5.4), chloride (3.9), bromide (3.8) 
and iodide (3.2) are in excellent agreement with a perfect dielectric (5.41 ; 3.98; 3.67 
and 3.27 eV) i f r  is taken as the Goldschmidt ionic radius r~o n. On the other hand, most 
cations show a hydration energy close to z 2 (7.2 eV)/(rio . + 0.82 A). The Latimer 
constant 0.82 A may have various interpretations. There may be a sense ,~3) in which 
the water does not "wet" the cation in contact, or there may be a local dielectric con- 
stant smoothly varying from 78 at large distances, to smaller values at shorter R. 
Comparison of the influence of positively charged substituents in multidentate ligands 
142.143) on complex formation constants can be shown to be compatible with a local 
dielectric constant gradually decreasing to 20. However, this occurs at so long R that 
there might be a value close to 3 in the immediate vicinity of the cation. Anyhow, some 
aqua ions show somewhat larger hydration energies than the Latimer expression 22. 
4 3 .  ,1.4) 

Pearson 144.145) suggested the principle that hard anti-bases (Lewis acids) pref- 
erentially react with hard bases, and soft bases preferentially with soft anti-bases. 
In this context, "hard" means essentially pronounced tendency toward electrovalent 
bonding, as F - ,  Li(I), Mg(II), AI(III), Th(IV) ... .  and "soft" strong covalent bonding 
of I - ,  RS- ,  R3P, R3As, Cu(I), Pd(II), Ag(I), Pt(II), Au(I), Au(III), Hg(II), TI(III) .... 
but Pearson added the novel feature that metallic surfaces ipso facto are soft, including 
graphite. The various interpretations of the Pearson principle were reviewed in this 
series 43) but for our purpose, it is important to take up two areas of this field. Ahr- 
land 146) proposed the softness parameter ~A = (Ich,m/Z) as the energy needed to 
transfer a gaseous atom M to aqueous solution in the form of hydrated M +z and leav- 
ing z electrons in the gaseous phase, and then divide this energy by z. Somewhat 

• contrary to the feelings of Pearson, ~A tends to be higher for the higher of two z values 
for a given element, e.g. (all values in eV) Fe(II) 2.0 and Fe(III) 3.1 ; Co(II) 1.8 and 
Co(III) 3.4; Ce(III) 0.7 and Ce(IV) 2.0; or TI(I) 2.7 and TI(III) 4.3. Mercury(II) is 
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5.1, but gold(I) and (III) are probably higher, but cannot be evaluated in absence of 
known aqua ions. The only c a s e  o fo"  A = 0.0 is lithium(I), a smooth increase occurs to 
1.2 for Cs(I). Beryllium(II) is 1.2, and the next four alkaline-earths M(II) close to 0.8, 
with exception of Mg(II) 1.4 to be compared with 1.6 for AI(III), perceptibly higher 
than for the rare earths 46). The hydration energy 11.3 eV of a naked proton gives 
~A = 2.3 for H(I) in a certain dissonance with the ideas of both Latimer and Pearson. 
However, it cannot be denied that H ÷ has a great affinity to C N -  and to CH 3- (though 
not to CO and to C6H 6 also considered soft ligands by Pearson). We return in Sect. 5.4 
to the related question of inorganic symbiosis. As far as Eb, r from Eq. (4) goes, Pearson 
now argues 144.1,~5) that an appropriate parameter of hardness (directly derived from 
monatomic entities) is rl = daEbJdz 2 (which is not strictly defined at z values represent- 
ing closed shells). There is a great part of truth in this idea; intrinsically soft systems 
have vanishing difference between ionization energy and electron affinity (and hard 
systems a large difference). It may seem a little tough to circumvent the non-differen- 
tiability of I(z) at a closed shell by the new definition 144. 145) ofrl as 03 - -  Ia)/2 equal 
to 67.84 eV for Be +a, 32.55 for Mg +a and the analogous (14 - -  I3)/2 = 45.77 for A1 +3. 
Though the hardness may increase monotonically with q, it seems likely ~) that 
q/(rl + k) may be more suitable, the ratio varying from 0 to 1 between the extremes 
(it is noted that a definite energy k must be chosen). This problem is not without 
similarity to the Mulliken electronegativity x M = (11 + 12) /2  being 26.41 eV for Na +, 
much higher 94.137) than x M = (I 0 + I1)/2 being 10.41 eV for the fluorine atom. This 
problem has, to a certain extent, been alleviated by adding the Madelung energy to 
the differential ionization energy in Eq. (4). 

5.2 Covalent Bonds Between Adjacent Atoms 

It is evident that interest in spectroscopic properties, and other processes obeying the 
principle of Franck and Condon (such as photo-electron ionization) motivates the 
M.O. approach, and that interest in groundstate properties (length and angles of 
bonds; chemical reactivity and reaction trajectories) predispose in favour of  V.B. 
concepts. Nevertheless, the class of compounds agreeing more or less closely with the 
Lewis paradigm make a great preference of the latter approach. Life would be much 
easier for the chemist if, at least, the number of V.B. and of M.O. states involved in 
the description of a given polyatomic ion or molecule was identical. This situation 
(occurring in the "weak-field" and "strong-field" description of d q states for a given q 
in a definite point-group) would have allowed a "preponderant" set of one or a few 
V.B. structures in cases not far from Lewis behaviour, much like mbnatomic systems 
have a preponderant configuration classifying their low-lying levels, disregarding 
correlation effects, i.e. configuration intermixing. This dream is turned into a night- 
mare by the inconsiderate proliferation of permutational states. The sulphate ion 
SO~ -2 has a singlet groundstate, and no excited states below 6 eV. I f  we "freeze" 
the S +6 and four 0 +6 cores, we have 40 available sites (in the S 3s and 3p, and the oxy- 
gen 2s and 2p shells) for 32 electrons, providing (40 !)/(32 I) (8 I) = 76,904,685 states. 
Admittedly, this is somewhat unfair to V.B. ideas. However (foot-note p. 216 of Ref. 41)) 
the more "chemical" approach of not allowing any positive oxygen constituents is 
equivalent to distribute 8 electrons on 16 sites, i.e. eight close to S .6 and two on each 
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oxo ligand. Each energy level represented by a definite S value realizes (2S + 1) states. 
Hence, the unique level with S = 4 has 9 states, the 63 septets (S = 3) have 441 states, 
the 720 quintets (S = 2) 3600 states, the 2352 triplets 7056 states, and the 1764 singlets 
1764 states. The latter are, of course, the only ones of interest for our purpose. In 
many circumstances, the quantum number M s is important for chemists 22,29) There 
are 702 = 4900 states having MS zero. Each non-zero MS has the same number of 
states for + MS and --MS such as 562 = 3136 for 1 ; 282 = 784 for 2; 82 = 64 for 3; 
and one for IMSl = 4 (by the way, these expressions are also those for the first stratifica- 
tion of "elementary" particles in recent supersymmetry 14v~ having the J values 0; 
1/2; l ; 3/2 and 2). For the chemist, the case of  MS = 0 is important for the molecules 
divided 13& into two sub-systems (such as CH,  into C and H,). If  the groundstate of 
the undivided system has S = 0, each of the two sub-systems have necessarily MS = 0 
(which is the case for 36 out of the 70 states of each of the two sub-systems, if considered 
as 4 electrons utilizing 8 sites) and hence, 1296 states out of the 4900 states of  this 
description of methane are eligible by having vanishing M s. They form 626 states with 
S = 0 since each of the two sub-systems have 20 instances o rS  = 0, 15 o rS  = 1 and 
one of S = 2, and S~ and S a of the two sub-systems are identical for any singlet state 
of the combined system, what can be realized in 1 + 152 + 202 = 626 ways. If one 
insisted 133) that S 3s is an "inert pair", the SO2 a problem would reduce to 6 electrons 
on 14 sites, giving 3003 states (like six 4f electrons ~3. so~ also do). The chemist may take 
a more down-to-earth attitude that the more important "resonance structures" are 
the 28 states of  S O combined with the 28 states of O£ z; the 56 states of  S ÷ combined 
with the 56 ;tates of O23 and the 70 states of S ÷2 combined with the 70 states of O~ -4, 
not bringing very much simplification. This practical chemist may then start to count 
the number of Lewis-electron bonds between the sulphur atom and each of the four 
oxygen atoms. For instance, if the S is neutral, (2,2,1,1) bonds are the most plausible 
to discuss. Around S ÷ one expects (2,1,1,1) and around S +2 mainly (1,1,1,I). This 
approach might be stiffened to exclude structures with bond-numbers differing by 
more than one unit, excluding S°(3,1,1,1); or by excluding no-bond structures, and 
hence deleting S+3(1,1,1,0). The molecule NSF 3 (not having a central nitrogen atom 
like ONF3) might be allowed to use S°(3,1,1,1) in what will become a theory of poetry. 
The first choice for SF 6 would be S+2(1,1,1,1,0,0) with smaller admixture of  S +3 
(1,1,1,0,0,0) and S+4(1,1,0,0,0,0) [though the latter structures are needed to change the 
fractional charge of fluorine below --0.333] and S+(1,1,1,1,1,0) is a question of sul- 
phur restrained to only four electron-pairs. Paper is patient, and the chemist may still 
ask whether we have not got away with only 11 permutations of three predominant 
"resonance structures", that is six S°(2,2,1,1), four S+(2,1,1,1) and one S+2(1,1,1,1), 
just being determined by conditional reflex. 

We know that the S--O distances in sulphate are identical in all available experi- 
mental time-scales, and that there is a surrounding electronic density, of  which 18 
(of the 50 electrons present) give photo-electron evidence of the inner shells. To what 
extent the "resonance structures" is a helpful metaphor, is dependent on the context, 
and personal taste. It certainly induces quaint questions: why is sulphate not dark 
green, having low-lying excited singlets like the superficially similar t,s) permanganate 
MnO~- and MoS~ 2, and why does it not have low-lying quintet states? Sidgwick 
introduced "semi-polar" bonds in 3p group compounds, such as P(V), S(VI) and 
CI(VII), to extend the Lewis paradigm to two-digit Z values. In our notation, the 
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molecule OPF 3 containing 50 electrons like sulphate has the opportunity of semi-polar 
bonding in P÷(I ,I , I ,1)  and ancient P°(2,1,1,1). It is here a fundamental question how 
polar bonds are to be described: I f  Lewis pairs are free of any polarity, P - -F ,  P--O,  
S - -O and C - - F  need ionic "resonance structures" to represent their polarity. It may 
be determined by the differing electronegativity x (whatever that means 137); for the 
inorganic chemist, there is no doubt that x is not an intrinsic property of an element 94) 
but frequently depends on the oxidation state, x being higher of S(VI) than of S(--II)  
like x are higher for Cr(VI) and Mn(VII) than for Cr(III) and Mn(II), as already per- 
ceived in "group x" of C F  3 being higher than of CH3). If  Lewis bonds can be polar, 
there is less of an urgent need for semi-polar bonding, though the text-books ask 
what the fifth orbital is in P°(2,1,1,1) cases. There is very little firm evidence from 
nuclear quadrupole and other micro-wave techniques 149) nor from visible and ultra- 
violet spectra 15o) that the "valence-shell is expanded with P 3d electrons", but as 
discussed in Sect. 5.4, this question is full of ambiguities. We have to be realistic; 
OPF 3 needs 150 dimensions in the total electronic wave-function; its electronic binding 
energy is 717 hartree, the heat of atomization close to 0.7 hartree, the first excited state 
at 0.3 hartree, and the ionization energy of the loosest bound orbitals 0.45 hartree 
(by the way, the two latter energies are almost the same in the xenon atom with 54 
electrons). Compared to the total energy; the first excited and ionized states are not 
far from the groundstate, but seen with our experience, the first 0.2 hartree is the most 
interesting. 

The indisputable fact that nearly all anhydrous binary halides MX n either boil 
below 200 °C and do not conduct electricity in their liquid state; or melt above 400 °C 
and conduct electricity as molten salts, had early been evidence for a clear-cut distinc- 
tion between covalent and electrovalent compounds. Already in 1922, Magnus pointed 
out that the volatile halides have N = n and hence consisting of individual molecules, 
but earlier columns in the Periodic Table had M so large that, for instance, N = 6 
for both NaX, MgX~ and A1F 3. Hence, the much higher melting and boiling points 
of  these compounds are due to X -  bridging two or more M, as also known from N = 4 
for silicon(IV) in the various modifications of  SiO 2 to be compared with OCO remain- 
ing N = 2 without polymerizing (as H2CO does). According to Magnus, there is no 
reason to expect that the gases SiF 4, PF s and SF 6 are much more covalent than the 
isoelectronic A1F6 3, SiF6 2, PF 6 and C1F~'. 

Varying the internuclear distance R, there is an interval where the M.O. treatment 
approximately valid at low R becomes useless at larger R, and is superseded by the 
V.B. treatment. Anti-ferromagnetic coupling clearly belongs to the long R situation, 
where M.O. configurations of great number are mixed in a confusing way. The 
classical case 1~i~ is the "blue basic rhodo ion" (H3N)sCrOCr(NH3)~ -4 where the 
groundstate has S = 0 followed by S = 1, 2 and 3 at the energy JS(S + 1)/2 with the 
Heisenberg parameter J = 450 cm-1. The 16 states counted by summation over 
S(S + I) are the product of the four 29, 106~ states forming the lowest energy level of 
each of two Cr(III) representing 3d 3 in local octahedral symmetry. Conceptually, 
there is no sharp distinction between anti-ferromagnetic coupling and weak bonding 
at long R, but the V.B. treatment certainly has its heyday there. Of only the three elec- 
trons in the lower sub-shell of each Cr(III) are considered (neglecting the anti-bonding 
two d-like orbitals), the dimer of Cr(III) has 6 electrons distributed on 12 sites, provid- 
ing 924 states, among which 7 form one septet (S = 3), 175 form 35 quintets, 567 are 
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incorporated in 189 triplets, and 175 states represent each a singlet. This, quite restrict- 
ed, M.O. treatment includes 151) mutual electron transfer states such as Cr(IV) & 
Cr(II) and Cr(II) & Cr(IV), but only considering the lower three orbitals of each Cr. 
If  the whole d q basis set is included, the 120 states of  the separate d 3 becomes 6 elec- 
trons on 20 sites, or 38,760 states, having S up to 3. Noodleman 152) discussed the V.B. 
aspects of  more or less weak anti-ferromagnetic Coupling between two M. 

5.3 Chemical Polarizability and Clusters 

Recently, a third category of chemical bonding has been added to covalent and electro- 
valent bonding, and closely related to chemical polarizability 43) already mentioned 
above as softness according to Pearson. Though the (roughly additive) electric polari- 
zabilities run parallel 43.46) with chemical polarizability in the halides X(--I) ,  gaseous 
X -  and isoelectronic noble gases this is not at all true for many cations; Cs(I), Ba(II) 
and La(III) have higher electric polarizabilities than the corresponding Ag(I), Cd(II) 
and In(III). The values for atoms containing one or two external s electrons are ex- 
ceedingly high. Epiotis 133) divided the elements in three areas of the Periodic Table, 
"black" atoms H, B, C, N, O and F; "green" atoms Si, P, S, C1, As, Se, Br, Kr, Te, 
I and Xe; and "red" atoms, the colloquially "metallic" elements. This is a very useful 
reminder that the 2p group is essentially different from the 3p, 4p and 5p groups, in 
spite of the "diagonal similarities" between lithium and magnesium; between beryllium 
and aluminium etc. Epiotis 133) argues that 2s and 2p orbitals are almost equivalent for 
chemical purposes, but that 3s, 4s and 5s orbitals become "inert" in the "green" 
atoms. There is no doubt that there are relativistic reasons 14-16) for an inert 6s orbital 
in TI(I), Pb(II), Bi(III) and Po(IV) but there is no striking difference between their 
radial extension 6) between 2s/2p and 3s/3p. There is, of course, the difference that the 
inner shells are far more bulky in the "green" than in the "black" elements. In view 
ofN = 2 to 6 for many hydrides, it may be asked whether hydrogen always is "black". 
If  one accepts the hybridization model rationalizing bond angles, there is a sense in 
which 3s and subsequent ns are inert. The bond angles are so close to 90 ° (if not margin- 
ally below) in H2S, H2Se, H2Te, PH3~ AsH a and SbH 3 suggesting pure p orbital 
participation. This is most striking contrast to 109.5 ° in CH 4 only decreased by two 
degrees in NH 3 (though this molecule has to be observed for less than 10 -9 s since it is 
Dab with two density maxima above and below the H 3 plane, if the motion of the nitro- 
gen nucleus is studied) and 5 ° in gaseous H20. Still, N = 4 is frequent of many 3p and 
4p group compounds, with point-group T d (but this may be retated to inter-ligand 
squeezing). 

M.O. are not obliged to be L.C.A.O. with a small basis set of  atomic orbitals (though 
they are surprisingly accurate in most 2p group compounds). This fact (which has 
come into the limelight by the method Xct of directly solving the one-electron Schr6- 
dinger equation for potyatomic cases) is disclosed by many intense absorption bands 
(of the type characterizing the organic colorants in Sect. 3.4) and may be more frequent 
than generally realized. An organic case is tetrahedral M(C6Hs) ~ for M = N, P, As 
and Sb just showing the rather weak bands close to 260 nm (4.8 eV) known from C6H 6 
and (with higher intensities) in pyridine, and its protonated form, and complexes with 
iridium(III) and other d-group ions 153) as well as from neutral M(C6Hs) 4 with 
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M = Si. Ge, Sn and Pb. On the other hand, M(C6Hs) 3 has a very strong band (nm 
value) 297(N), 261(P), 248(As) and 256(Sb) originally ascribed ~s4~ to the same origin 
as in other phenyl groups. However, it is more likely 15o) that the lone-pair on the 
three-coordinated elements have a very intense transition to the empty "~"  M.O. 
of the phenyl groups, in analogy to the much higher intensity of the first ultraviolet 
transition from the non-bonding M.O. of the oxygen atom to the first empty M.O. 
in acetophenone and benzophenone, compared with acetone; or the "inverted" 
electron transfer band from reducing central atoms 12o,~53.ts5) to low-lying empty 
M.O. of aromatic ligands. It is likely that the lone-pair of the triphenyl compounds is 
quite far from being a P 3s or As 4s orbital, and highly delocalized in the phenyl groups. 
The very high intensity is also found 22) in apparent d 6 and d s transitions of iron(II), 
cobalt(III) and nicket(II) complexes of  phospbine and arsine ligands PR 3 and AsR~. 
In molecular spectroscopy, extended and highly delocalized empty M.O. are called 
Rydberg orbitals 156.15v) in analogy to the 6s --* 7p transition in the blue (having given 
its name to caesium) and subsequent 6s --, np (observed in absorption in highly dilute 
Cs vapour up to 77p) and the 5p 6 ~ 5p%s transitions of iodides and the xenon atom 
ass). The relatively weak transition in C6H 6 mentioned above is the only clear-cut 
transition observed between the filled "r~" and empty, anti-bonding "~" M.O. The 
next three are to a great extent masked by a very strong band close to 210 nm (6 eV) 
mainly due to an empty Rydberg orbital. This would be considered as linear combina- 
tion without nodes between the carbon atoms of their six 3s orbitals. However, it may 
be erroneous to insist on L.C.A.O. treatment of this Rydberg orbital, which may just 
be an oblate ellipsoid of electronic density. Under strongly reducing conditions, such 
a Rydberg orbital may accept one electron in the groundstate. Thus, dodecamethyl- 
cyclohexasilane [Si(CH3)2] 6 accepts an electron in tetrahydrofuran 159) forming a 
blue-green radical anion at 50 °C, having nuclear fine structure of the electron para- 
magnetic resonance indicating interaction of the unpaired electron with 36 equivalent 
protons, and also the ~aC and 29Si nuclei present. This Rydberg orbital is assumed to 
be L.C.A.O. of empty Si 3d orbitals (illustrating valence-shell expansion) but it may 
equally well be a roughly ellipsoidal blob. Evidence for such shapeless orbitals includes 
also realgar As4S 4 having four equivalent arsenic atoms on the sulphur positions of 
the, otherwise isosteric, molecule N4S 4 and four equivalent S atoms on the N positions 
of N4S4. This brings us to the subject of cluster compounds. A large number of  molecules 
or anions, having a few other ligands on the surface, have direct bonds ~oa) between 5, 
6, 7, 8, 9 or 11 gold atoms. Schmid 16o) also discusses Aula(PR3)loC12 +3 having a central 
gold atom surrounded by a Au~2 icosahedron, and the rather impressive Auss[P(C 6 -  
H5)3112C16 having cubic symmetry. A central gold atom is surrounded by two concen- 
tric cages. The first is cuboctahedral Au12 (as in cubic close-packed metals) and the 
second cage consists of 42 gold atoms, arranged in such a way that 12 carry the tri- 
phenylphosphine ligands, and 6 the chloride ions. These results may be compared with 
calculations 16~) of  the cluster Bet3 having the heat of  atomization (per atom) 0.8 to 
0.9 eV, and of B%5 1.3 eV (to be compared with 3.4 eV for the metal). It is noted that 
42 of the 55 atoms are in the surface, having about half as many neighbours as interior 
atoms. A rough model of concentric shells containing 12n 2 nuclei at R = nRoproduces 
the sum over the first n atoms 4n a + 6n 2 + 2n atoms. Fbr large n, the ratio between 
the number of  atoms in the outer-most shell, and all the atoms, is close to (3/n). Hence, 
for n =  6, about half (exact ratio 36/91) and for n = 12 about a quarter (72/325) of 
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the atoms are on the surface. The latter system contains 7800 (+ a central) atoms. 
There is the motivation behind much of the work on cluster compounds that they 
were expected to represent homogeneously soluble model compounds for hetero- 
geneous catalysis on metallic surfaces. However, even Aus5 clusters seem small for 
this purpose. Colloidal gold particles give an intense red colour, when dispersed in 
glass 162) with an absorption peak at 515 nm. It is possible to produce relatively mono- 
disperse gold and palladium with radii around 10 nm (100 A) containing some 170,000 
atoms and n = 35 in the model above. Such particles (if compact) have 90 percent of 
the atoms in the interior bulk. 

Several of the specific characteristics of enhanced bonding between soft bases and 
soft anti-bases (Lewis acids, including metallic surfaces) have been tentatively ascribed 
to continuum effects 43) of the kind discussed here, the next Section treats the related 
problematic of back-bonding, perhaps involving extended orbitals at high energy hav- 
ing only weak relevance in L.C.A.O. models, though these were originally preferred 
for back-bonding. This subject rarely gives an opportunity to choose between two 
distinct models, in view of the infinite number of  one-electron wave-functions situated 
in the continuum. Qualitatively, there is no doubt that Such effects occur in the presence 
of "green" and "red" atoms of Epiotis 137). 

5.4 The  Concepts of Back-Bonding and Inorganic Symbiosis 

Chatt made a great effort to explain strong bonding between CO and elements in low 
(if not negative) oxidation states by bonding from the lone-pair of CO to empty, usually 
d-like orbitats, of M, or 4s of  Fe(CO)2 2, Co(C0)4- and Ni(CO)4 simultaneous back- 
bonding from d-like filled orbitals of  M to the first empty anti-bonding rt M.O. of 
CO. The first time, one hears about this idea, it is difficult to believe fo, ¢o reasons. 
The lone-pair has the exorbitant I = 14.0 eV (as for krypton) though this surprise 
is perhaps attenuated when the isoelectronic N z is now known to replace water in 
Ru(NH3)5OH~ "2 to Ru(NHa)5(N2) +2. But CO has the first excited triplet at 6 eV 
and the first singlet at 8.1 eV, indicating a very high energy of the empty = frequently 
called =* also in aromatic systems. If  this theory is valid, one must consider back- 
bonding as a collective synergism, and recognize that the radial function of rr* (in 
L.C.A.O.) must be strongly expanded (because of the virial theorem demanding the 
kinetic energy to decrease half as much 3.24~ as the potential energy increases, becomes 
less negative, in any excited state) relative to the C 2p and O 2p orbitals providing the 
two "n"  compounts (they are also L = n) of  the triple bond in C-  =- O +. There is 
one definite instance of CO not back-bonding, OCBH 3 (definitely not COBH 3) 
with a total heat of atomization 24.48 eV and a binding 163) between the two fragments 
BH 3 and CO 1.1 eV. Another case of negligible back-bonding may be IrBrs(CO) -2. 
In gaseous state, the proton affinity to form HCO ÷ is weaker than in XeH +. The 
former formyl cation is observed in mass spectra, whereas Susz made the BF~- salt 
of the acetyl cation CH3CO + by reacting CH3COF with BF 3. It is noted that B(III), 
AI(III) and Si(IV) are among the rare cases of electron-pair acceptors (Lewis acids) 
which are not 164) electron acceptors (oxidants). 

By far the best crystallographic evidence for simultaneous back-bonding is the 
platinum(II) complex of ethylene [ethene] PtC13 (C2H4)- prepared by Zeise. The C- -C  
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bond is perpendicular on the PtC13 plane, and it is tempting to say that the fourth 
coordination place of Pt(II) is taken by this point rather than by nuclei. On a design, 
the filled Pt 5d(xz) exactly fits the requirements of the empty "n"  type M.O. having 
two node-planes in free C2H 4, one containing the six nuclei, like the bonding "n"  
and one in the PtC13 plane of the complex. It is a moot point to what extent the four 
protons remain co-planar with the two C in the complex; or if they bend away as in 
known cases 22) of Pt(II) reacting with C2F 4 or C2(CN) 4 where it becomes a plausible 
approximation to imagine two or-bonds to bidentate C2X4 2 forming a cyclic platina- 
cyclopropane ligand. Tetracyano-ethylene is well-known for accepting one electron 
from moderately reducing species. 

Back-bonding may not be restricted to organometallic M - - C  bonds; PF 3 is more 
efficient for stabilizing negative d-group oxidation states 1~5~ than CO, and many 
chemists believe that PF 3 has one or two empty M.O. (perhaps related to the P 3d 
orbitals invoked in PF s and PF 6) effective like the first empty M.O. in CO. Vibrational 
spectra (Raman and infra-red) have been extensively studied of nickel(0) complexes 
of four ligands selected from the set PH 3, PF 3, PCI 3 and CO. The variation of the force 
constants show roughly linear, inductive effects (NO + substitution has much more 
dramatic effects) and the triple bond C -  O + seems indeed loosened in what are, perhaps 
rightly so, called carbonyl complexes. However, the problem with PR 3 is far more 
fundamental with alkyl and aryl R substituents. The Pearson-hard cations have only 
very weak affinity to phosphines (though some complexes may be prepared in non- 
aqueous solvents) but d 1° systems such as Ni(0), Cu(I), Ag(I), Au(I) and Hg(II) show 
extremely high affinities ~3~ as well as other soft anti-bases 4d 8 Rh(I), Pd(II), 5d s Ir(I), 
Pt(II) and Au(III). Actually, there is a conspicuous symphonic behaviour of  many 
soft ligands. We all expect sufficiently reducing ligands (RS- readily undergoing 
oxidative dimerization to RSSR, or PR 3 and AsR 3 readily abstracting oxygen atoms) 
to impede high oxidation states, but this is a delicate balance, R2NCS z- being able 166) 
to stabilize iron(IV), nickel(IV) and copper(III), what is also true for bidentate phos- 
phines and diarsines. This unexpected co-existence may be described by back-bonding 
to empty orbitals of the reducing ligands, but a difficulty is that hardly any electronic 
density is moved, the donation of lone-pair density to M being compensated by back- 
bonding from M to some non<y orbitals. Is this a viable analogy to a national economy 
being kept active by everybody owing money to everybody else? The writer suspects 
that continuum orbitals 43) play a r61e by allowing the prevailing electron densities 
to distort in some subtle way not relevant to L.C.A.O. models. It has also been suggest- 
ed by many text-books that the sharp contrast between fluorides and the "green" 
set 133) C1, Br and I is due to back-bonding to empty C1 3d, Br 4d, and in particular, 
I 5d orbitals, justifying the high affinity to soft d-group ions. Spectroscopic observa- 
tions allow 5d to be detected 158) at somewhat higher energy than the empty 6s both 
in iodides and xenon, but it would rather seem that back-bonding would occur to 
6s if it has to be L.C.A.O., and it may rather be a diffuse, shapeless continuum orbital. 

The question of back-bonding has many ramifications. Colourless 3d 6 Cr(CO)6 can 
be photolyzed at low temperature 16v) in vitreous matrices to coloured, apparent 
cases o f N  = 5. However, the band maximum (in nm) depends on the matrix: Ne(624), 
SF6(560 ), CF4(547 ), Ar(533), Kr(518), Xe(492) and CH4(489 ). These results show 
clearly that at most one (neon) has no chemical influence, but it seems established that 
three noble gases form NgCr(CO)5 since a mixed matrix Neo.98Xeo.o2 shows two 
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distinct bands, at 628 nm, and a stronger band at 487 nm, showing greater affinity for 
Ng --- Xe than Ne, but no gradually changing solvent effect. This may be compared 
with the Cr(0) complex Cr(CO)sNH 3 having a maximum between 420 and 424 nm 
in three different solids. Taken at the face value, these results 167) indicate that the 
spectrochemical series increases the sub-shell energy difference A in the order 22. 
zo6). Ne ,~ SF 6 < CF, < Ar < Kr < Xe --- CH 4 < NH 3, almost overdoing its 
trick, since the hypothetical trans-Cr(CO)4Ne 2 is extrapolated to have the first spin- 
allowed d 6 transition at 8000 cm -1 (1250 nm) as a stronger case of the large shift 
toward lower wave-numbers in Co(NH3)5I +2 compared with Co(Nt-t3)~ -3. We have 
to accept that the "ligand field" of xenon is not much weaker than of the isoelectronic 
iodide ligand [Cr(CO)sI- has this band ~6s) at 438 nm] and that the fluoride bridges 
to C(IV) and S(VI) play a perceptible r61e. 

The catenation of S- -S--S  ... is much more mobile than aliphatic carbon links, 
but give rise to bidentate ligands 169) such a s  $32 ; Sd~ 2 and Sf  z. In view of the notorious 
tendency of HS-  solutions to form amorphous sulphur (difficult to remove by filtra- 
tion) it is fortunate that K2[Pt(Ss)3] has a crystal structure confirming it as an octa- 
hedral platinum(IV) complex. Many complexes are also known of "expanded" 
dithiocarbamates RzNC(SS)S-. In all of  such cases, the continuum effects 43) may be 
more appropriate than back-bonding. 

An early attempt in this direction was to assume exceptionally strong Van der Waals 
interactions between atoms with high polarizabilities. One text-book gave a formula 
for the London forces giving exactly the observed dissociation energy 1.6 eV for the 
iodine molecule, when the known R and the electric polarizability of iodine atoms were 
inserted. As a useful reminder for chemists that (A implies B) does not imply that 
(B implies A), and hence, theories giving some correct results can be entirely unsatis- 
factory in other aspects, we must express our gratitude that the predicted collapse to 
a black hole does not take place. The catenated poly-iodides have many aspects of the 
polysulphides. Linear I~- (if it is symmetric with two identical R, it has relations 29) 
to linear 5p 4 iodine(l) complexes such as CIlCI- ,  pylC1 and pylpy + with pyridine, 
and the xenon(II) compound FXeF) and L-shaped I~- may show comparable beha- 
viour. 

One can extend 17o) the Pearson hard/soft classification by noting the inorganic 
symbiosis (again having sporadic exceptions). Though it is to some extent a result of 
the preparative chemistry taking place in rather non-polar solvents, it is striking that 
soft tigands such as H - ,  CH~-, C N - ,  CO, CzH 4, C6H6, P(C2Hs)3, P(C6Hs) 3 ... tend 
to occupy all (or almost all) coordination places once they are bound to a given M 
(which may not be universally soft). Some ambidentate ligands, such as thiocyanate 
NCS-  and dimethylsulphoxide (CH3)280 and the acidic central CH 2 group in malonic 
esters (forming M - - C  bonds) can be indicators for the soft or hard preferences of the 
central atom, though it should not be overlooked that kinetics may provide metastable 
isomers, as when Co(NH3)sNCS ÷z transfer NCS-  (and receives an electron) to 3d 4 
chromium(II) aqua ions, forming (H20)5 CrSCN ÷ 2 taking some minutes to rearrange 
to (H20)sCrNCS +2 studied by Niels Bjerrum. A striking case 170) of inorganic sym- 
biosis is the green Co(CN)53 being a Grignard reagent by reacting with benzyl iodide, 
forming equal amounts of C 6HSCH 2Co(CN)~- 3 and ICo(CN)~-3. The green cobalt(II) 
complex is also oxidized by H 2 to the colourless Co(III) species HCo(CN)~ -3 strictly 
isoelectronic with the 3d 6 manganese(I) hydride HMn(CO)5. Contrary to the ammonia 
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and other ligands attached to cobalt(III), NCSCo(CN)~ -3 is the most stable form of 
ambidentate NCS-  coordination. Said in other words, Co(III) forms a rather hard 
moiety with 5NH 3 (and the equilibrium formation constant of Co(NH3)sF +z is far 
higher than for the three heavier halides). On the other hand, FMn(CO)5 is not known 
(and forms probat~ly MnF z and (OC)sMnMn(CO) 5 very rapidly). 

Epiotis discusses the question why CF,  and CH 4 are 1.1 eV more stable 133) than two 
HzCF 1, an example of a kind of symbiosis. It is possible that there are many conceiv- 
able explanations; the intrinsic dependence of Madelung potentials giving stabiliza- 
tions proportional to squares ~ of fractional atomic charges may sometimes over- 
compensate the less dramatic variation of the differential ionization energy in Eq. (4). 
This would be compatible with the C - - F  bonds being more difficult to break, and 
shorter, as a function of increasing n in CFnH4_ . showing the hard F making C harder. 
However, there are several other mechanisms possible for symbiosis. One is the choice 
of  S of the groundstate of d q complexes. Thus, if L is 2,2' dipyridyl [bipyridine] or 
phenanthroline, FeL3 +z are stable, dark red, diamagnetic cations, and it is difficult to 
make them rearrange to yellow FeL(OHz)4 2 having S = 2, even in a great excess of 
Fe(OH2)~ "2 also having S = 2, and the unknown bis-complex being unstable by still 
having S = 2. On the other hand, the diamagnetic FeLE(CN)2 and FeL(CN)4 2 are 
quite stable. 

The gaseous molecules Li30, Li40 and LisO may represent so) another type of 
symbiosis, like possibly the preparation of 1,2-dilithiobenzene in unreactive solvents 
from 1,2-C6H4Br 2 and four moles of metallic lithium. The five Alkali metals are quite 
individualistic 171. 172) sodium(--I) being as large as iodide, and R b -  both being ns 2 
systems like Au- ,  lithium tending to clustering 133) and caesium(I) co-existing in 
black crystals having cavities for a single electron (like the F centers rendered irradiated 
NaC11 _ x(e-)~ blue) and hence being 171.172) electrides [phlogistonides]. A potassium(I) 
cryptand electride 193) contains one confined electron pair per two cations. 

Gaseous diatomic molecules behave differently from condensed matter by having 
available empty space to accommodate bulky lone-pairs and other extended features 
of their groundstate electronic density. Like SiO, the BH has a high dissociation energy 
(3.5 eV) but disproportionates to boranes and solid boron by condensation. It has 

• 6 sites in L.C.A.O. treatment of 0r orbitals B 2s, B 2p and H Is, and two of the three cr 
orbitals formed, contain 4 electrons, the third remaining empty and strongly anti- 
bonding (whereas the two empty B 2pn orbitals are non-bonding). In empty space, 
the non-bonding M.O. can sit as a lone-pair on the rear side of the boron, creating a 
large radius of the electronic density. The dissociation energies of diatomic MX 
provide many surprises. In condensed matter, atomic size plays a predominant r61e. 
but nevertheless, the fluorides, chlorides and bromides have dissociation energies 
varying: BaX > BeX ~ CX ~> CaX, especially surprising by comparison with other 
carbon compounds. There may be a hint of  chemical polarizability in the barium 
monohalides being so stable. Though ThO dissociating with 8.9 eV may be strongly 
stabilized by relativistic effects 16) it is striking that LaO and CeO need 8.3 eV, decreas- 
ing irregularly across the lanthanides, in spite of preconceived ideas of atomic size 
(ScO needs only 7.0 eV). On the other hand, BO and BF run very high, 8.4 and 8.0 eV. 
The unexpected stability of BaX molecules may be related to the results (mainly of 
Klemperer) that gaseous BaF 2, BaC1 z, BaBr 2, BaI 2, SrF 2, SrC12, CaF a and also ThO z 
are bent (like ONO) and the other strontium and calcium halide molecules are linear 
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(like OCO), as one would expect from almost any simple theory. The baroque fact is 
that the XMX are bent when the ratio rM/r x between Goldschmidt ionic radii is above 
0.68 + 0.01. But why is this so? 

There is general agreement that low coordination numbers of mercury(II), much 
smaller than those of calcium(II) [excepting CaF2-type HgF2] and very rarely above 
N = 4 characterizing the far smaller beryllium(II), are caused by specific covalent 
bonding, such as N = 2 in NCHgCN;  H3NHgNH;2 ;  H3CHgCH 3 and the isoelec- 
tronic N C A u C N -  and HaCTICH~-. This is, afortiori, true for N = 1 in C10- ,  C1OH, 
KrF ÷, XeF ÷ and HgCH~-. There is an interesting discussion 173) about the size of 
bonding cavities in macrocyclic ligands accommodating nickel(II). Contrary to some 
text-books, ionic radii is not a concept derived from the quantum chemistry of the 
ion; the observable is the internuclear distance R (cf. Fig. 1) and it occurs by minimiz- 
ing the total energy of the compound, not by looking for a threshold value of the 
exponentially decreasing electronic density for a given distance from one nucleus. 

5.5 Energy Bands in Solids 

Fifty years after it had been established that water cannot be purified to concentra- 
tions of H30 + and of O H -  below 10 -7 molar, it was realized that both silicon and 
germanium, which had been considered as feebly conducting metals (like antimony, 
mercury and bismuth) rather are semiconductors with a very low intrinsic concentra- 
tion of"charge carriers" at 0 °C (though it increases rapidly with higher temperature). 
Like one can modify water by adding tiny amounts of bases or acids, one can modify 
these semiconductors by minute traces of B-  or As + or P+ acting as sources, and 
traps, for freely mobile electrons. The academic and technological importance of 
semiconductors after the war gave an enormous impetus to "energy band" theory, 
which became known as the theory for solids. This is short-sighted in many ways 137) 
since a closer analysis shows that energy bands to solids are what delocalized M.O. 
are to molecules, and that for sufficiently weak interaction between adjacent atoms, 
V.B. treatment is the better alternative. For instance, MnF~, GdFa and Er203 have 
a partly filled band consisting of 3d-like, or 4f, orbitals, but not the slightest sign of 
semiconductivity (the text-book excuse used to be "vanishing carrier mobility"). 
Mott ~v4, t7s~ took up this argument for the pale green NaCl-type NiO having all 
the 3d s transitions expected 22, 41. ~761 whereas Li + substitution in Ni 1 _ xLixO produces 
grey to black coloration. These materials, containing equivalent amounts x of nickel 
(III) on an instantaneous picture, conduct electricity to some extent, like the cubic 
spinel, black magnetite FeaQ is a metal above the Verwey temperature --154 °C. 
Mott argued that NiO conducts by "electron hopping" having the large activation 
energy corresponding to (what is frequently called the Hubbard parameter U) the 
difference between ionization energy and electron affinity in situ. Mott discovered 
174,17s) that some oxides, such as v 2 0  a (corundum-type), VO 2 (distorted rutile with 
weak tendency toward V . . .  V pairs), and FeaO 4 have a sharp transition temperature, 
below which they are almost insulating semiconductors, and above metals. Such 
materials are now called Mott metals 191) 

The extension of the fashionable energy band theory to other crystals than adaman- 
toid semiconductors is frequently justified with the theorem that the one-electron 
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functions in a closed-shell Slater determinant are invariant for unitary transformations, 
and hence, there is no effect on the total many-electron wave-function, whether one 
selects the M.O. or the V.B. representation. This is a rather metachemical statement, 
since the total wave-function is far from being a Slater determinant (as is also the case 
for a xenon atom). Present-day thought is rather 177. 178) that the delocalized bands are 
plausible when the dispersion of one-electron energies in a band is comparable to, 
or larger than, the Hubbard parameter U of the material. If  the ratio between band 
width and U is small, we have essentially localized f electrons, as occurring in metallic 
lanthanides, and at 1 atm., metallic americium and subsequent 5felements. The former 
alternative is called "itinerant 4f or 5f electrons" and occurs in one of the cubic modi- 
fications of cerium, in metallic uranium, neptunium, at least some of the modifications 
of  plutonium, and a high-pressure modification of americium (and praseodymium). 
Before listening to the energy band catechism, it may be interjected that energy bands 
belong to a repeated unit cell of a crystal, and that globules of  mercury or liquid gallium 
are metallic. Seen as a question of asymptotic validity of delocalized M.O. rather than 
V.B. treatment, it is not surprising that grey intermediate shades may occur. I t  may also 
be noted that stoichiometric compounds, such as NaCl-type LaS, PrS, GdS, DyS, 
ErS, LuS and ThS may be metallic, containing for classificatory purposes (in parti- 
cularly discussing magnetic properties) the number of 4f electrons (Z - -  57) defining 
the conditional 22,23.657 oxidation state M[III], and Th[IV]. Many alloys can be 
stoichiometric, such as CsCl-type LiAg, LiHg, LIT1, MgAg, MgAu, MgTI, AINi, CAT1, 
SbT1 and T1Bi (to be compared with the red semiconductor Cs+Au - and the colour- 
less CsBr, CsI, and T1C1). Furthermore, a few compounds 23,46. 179) such as NaC1- 
type thulium telluride TmTe have photo-electron spectra indicating an instantaneous 
picture containing comparable concentrations of4f  ~3 Tm[II] and 4f ~2 Tm[III]. Metallic 
lanthanide alloys usually have Eu[II] and/or Eu[III], and Yb[II] and/or Yb[III], and 
all elements otherwise, starting with Pr[III], exclusively Ln[III]. The 3d-group ele- 
ments from vanadium to nickel are all itinerant cases. 

There has been recent interest in the gradual or abrupt transition from metallic to 
semiconducting character. Mercury vapour is isolated atoms with 11 = 10.44 eV 
(close to 10.75 eV for radon) and vanishing I o. The difference between the liquid and 
the gas disappears at the critical point ~8o) 1760 K and Pcrlt = 1540 arm. and the super- 
critical phase has been studied up to 1970 K and 2100 atm. The conductivity depends 
mainly on the density d (not much on T) and a physical metal is formed for d above 
5 g/cm 3. The Mott activation energy of  conduction is still 1 eV at 3.5 g/cm 3. Liquid 
mercury decreases its conductivity slightly from 104 f~-t cm-1 at its freezing point 
to 2000 f~-~ cm - t  at 1500 K. In the gas (or supercritical phase) it increases from 10 .4 
to 100 f~-i  cm-1 going from d = 2 to 6 g/cm ~. Mixtures have also been studied of 
mercury and caesium vapour 1so) (Cs has Tcrlt = 2060 K and Perit = 150 arm. to be 
compared with 2570 K and 350 atm. for sodium). The same problem has been studied 
in cool matrices ~81) such as MxAr ~_x for M = Li, Na, K and Rb. The cool (6 K) 
matrix CsxXe ~ -x is metallic ~82) for x above 0.55 and coloured, translucent for lower x. 
At 38,000 atm., CsI goes tetragonal (like AuCu) and at 56,000 atm. orthorhombic 183. 
~92) having N = 10 (8 unlike, 2 like neighbours) with similar Cs-Cs, Cs-I and I-I 
distances, and metallicity occurs at 87,000 atm. The shrinkage of metallic Cs close to 
40,000 atm. is ascribed 184) to 6s to 5d demotion. On the other hand, solid xenon does 
not so easily become metallic as previousIy expected ~85). These results are interesting 
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for chemists by the variation of molar volume accessible to measurements at high pres- 
sures. 

In spite of the fascinating transitions between metallic and non-metallic phases, 
suggesting the third category of chemical bonding be called 43) "continuum effects", 
the metallic state is a kind of collective, limiting case of the third category, rather 
than a third component (electrovalent + covalent ÷ metallic) bonding. Intermediate 
cases of continuum effects and covalent bonding probably occur in the NaCl-type 
177,186) NdP, GdAs, ErSb, UN, UP, UAs, TiC and UC; and in materials such 3s. 
107) as MoS 2, TaSe~ and WSe z. Nevertheless, there is some reason to join the pro- 
Aristotelian television-watchers (who insist that a compound is toxic or not) and say 
that a given material is indeed metallic or not. An important class of cubic pyrites 22, 
186) which are miscible to a great extent, when semiconductors, such as FeS 2, COPS, 
RuS 2, RhPS, OsS 2, IrPS and PtAs 2 just to mention a few examples of Fe(II), Co(III), 
Ru(II), Rh(III), Os(II), Ir(III) and Pt(IV) surrounded in MS 2 by six S, deriving from 
SS -2, groups, but no miscibility can be detected with the metallic pyrites CoS z, 
NIPS, RhTe z, PdAsS, PtAsS and AuSb z (as well as NiTez and CuSe2) even in cases 
having comparable unit cell parameter. Furthermore, the metallic modifications have, 
in general, slightly smaller unit cell parameters and molar volumes than extrapolated 
from analogous semiconducting compounds. 

5.6 Born-Oppenheimer Approximation 

The high ratios (at least 1836) between the atomic weight of  a nucleus and the rest- 
mass of an electron ensure a result (that would not at all inhere in quantum mechanics 
of "elementary" particles of comparable masses) that the Schrrdinger total wave- 
function can be written with excellent precision as the product of a translational and 
an electronic factor, and in the case of more than one nucleus, times factors of rotation- 
al and vibrational nature. Though coupling between these factors produce intensities 
of  vibrational "over-tones" and the pre-dissociational broadening of vibronic levels 
of gaseous molecules at energies larger than the first bond-breaking energy, they are 
a minor aspect, and it has hardly any importance ls7~ that any groundstate of  a'system 
(not confined in a small volume) immediately is followed by a continuous distribution 
of translational energies, even if it is a helium atom. However, it has a conceptual 
importance for a recent controversy 188) about whether a given molecule can be said 
to possess a definite structure. This vexed problem is connected with the fact that two 
optically active enanti0mers may have exactly the same manifold of internuclear 
distances R and represent the same point on the potential surface of the electronic 
groundstate, and actually not being eigen-functions of  the Schrrdinger equation. 
However, one must be stoical and recognize that what chemists and crystallographers 
call "structure" of a polyatomic molecule or ion, is the set (with superposed time- 
average dispersions) of all R of the kind pictured on Fig. 1, actually also-determining 
the bond angles between any 3 nuclei. There is still some vigour in this paradox. 
An empty box, to which are added six nuclei with Z = 1 and six with Z = 6, and 
42 electrons, has not only the benzene groundstate as a potential surface, but also less 
stable isomers such as prismane, Dewar benzene, and a continuum of three freely 
mobile acetylene molecules. 
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Of course, for the practical chemist, the nagging problem is that N = 2 has a poten- 
tial curve (strongly orienting our thought) and N = 3 and higher values a (3N --  5)- 
dimensional surface, representing electronic energy as function of the (3N - -  6) in- 
dependent nuclear positions (or R values) remaining after the vibrational and rota- 
tional degrees of freedom each have removed 3 variables. Since chemistry is essentially 
the change of R values, the idea of a single "reaction coordinate" looks slightly supra- 
optimistic. Actually, accurate calculations of potential surfaces (curves for N = 2) 
of groundstates and excited electronic states are still almost exclusively concentrated 
189) on diatomic and triatomic molecules, mainly involving one-digit Z elements. 

5.7 M a n i f o l d s  of  Low-Ly ing  S ta t e s  

Chemists are well advised when not requiring nor expecting that quantum chemistry 
should be a particularly well chosen tool for many of their investigations. It is conceiv- 
able (and has certainly not been disproved) that conceptually all chemical facts can 
be derived from quantum mechanics, but the major problem is of the same kind as the 
question whether the weather forecast for a definite week in three months'  time for a 
whole continent can be derived with small uncertainty from Newtonian mechanics. 
The reasons why it is so difficult to answer "yes" or "no"  are almost the same in the 
two situations. At present, the beneficial results of quantum chemistry mainly derive 
from situations obeying the Franck-Condon principle, the small dispersion of nuclear 
positions close to the minimum of the potential surface remaining invariant under 
optical excitation to higher electronic potential surfaces, by photo-electron ioniza- 
tion and by studying the electronic density belonging to this minimum (and the latter 
studies are still in their very early stages). This is not an accident; quantum mechanics 
has had, by far, the greatest success treating systems with one nucleus. 

The concepts helping thought about chemical bonding have many of the pleasant, 
and perhaps even more of the unpleasant, sides of mythological tales. The consensus 
before 1730 about the existence of exactly 7 metallic elements, or (the empirically 
perfectly verified) non-transmutability of the 30 to 80 Lavoisier elements before 1896 
was, if anything, far more complete than any consensus among chemists today 23) 
The paradigm of Lewis was the last large-scale myth in chemistry (of the same type as 
Lavoisier insisting that all acids contain oxygen, and being close to convinced that all 
bases, including soda and potash, contain nitrogen) not directly inspired by quantum 
mechanics. Just as Rutherford in 1911 transcribed invariant elements to nuclei (getting 
their Z in 1913) the Lewis paradigm was such an asset for chemistry teaching that 
desperate efforts were made 40) to try to reconcile it with quantum chemistry. The main 
reason why it broke down, was that chemists did not accept restricting its applicability 
to the huge class of "well-behaved" compounds. The ensuing misunderstandings were 
of  the same kind as a zoologist extending statements about warm-blooded mammals 
and birds to reptiles and amphibians, ignoring the opportunity of a helpful class 
distinction. 

Chemists have every reason to ask whether quantum chemistry is a suitable tool for 
solving a given problem. In close analogy to atomic spectroscopy the most pertinent 
conclusions are about the manifold 22) of  low-lying electronic states, including the 
groundstate. In the same way a two-syllable limerick is too short to awake attention, 
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the most valuable and unexpected conclusions of  quantum chemistry (of which it 
really would not be the business 3) seen from the point of  view of  the variational 
principle) are about such manifolds, and the subject of "group-theoretical engineer- 
ing" and symmetry arguments 29). 

Even among organic chemists, there was a strong motivation for studying aromatic, 
planar molecules (Sect. 3.3) and even organic colorants (though they were considered 
to be on the intricate side). Partly because of  the close relations to atomic spectra, 
after Kossel 19-23), inorganic chemists were more prepared to think about the set of 
low-lying levels. This may seem a little unfair to "dull" and colourless CH 4, CF 4, 
SF 6 and SO,~ 2, C1OaS and the hexa-aqua ions of  zinc(II) and gallium(III). But as 
any zoologist can tell the chemist, one cannot prevent some problems inviting far 
more interesting and fruitful comments than other problems. When the zoologist 
has moved to a safe distance, he may even add with a soft voice that this is true for 
quantum chemistry too. 

Quantum chemistry is now 60 years old. It can help in some situations far more than 
in others. It would be creating a new myth to pretend that it is the universal explana- 
tion of  all chemical questions. I t  should not be hidden from students that it is, to a 
large extent, concerned with electronic spectra and, to some extent, with local sym- 
metries. As a typical example of  uncritical analogies may be mentioned that M-M 
distances in cluster compounds frequently are compared with the metallic element 
(though Pauling pointed out that the high N values in metals are accompanied by long 
R). In an attempt to revive the idea of  Bragg that atoms have a roughly constant 
radius +0.1 A in all solids, Slater 19o) noted the exception NaCl-type CsF having 
C s . . .  Cs 4.25 A (and CsCl-type CsI 4.56 A) much shorter than 5.31 A in metallic 
caesium (and 4.4 A in solid xenon). Dynamic (reactivity) aspects are often treated 
with even more poetic licence than such static properties, gliding smoothly in the 
(3N - -  5)-dimensional approximation. 
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Interdisciplinary barriers separating the "organic", "inorganic" and "solid state" subdisciplines of 
chemistry exist because there is no conceptual apparatus which clearly delineates how the rules of 
bonding depend on the identity of the atoms comprising a molecule and how they change as we move 
from one domain to another. We present a theory which is based on a fusion of MO and VB concepts 
which enables one to do the following: Dissect a molecule into fragments, apportion the valence elec- 
trons in the fragment orbitals, and then make "bonds" connecting the fragments. In this way two key 
elements of the bonding problem become transparent: 
(a) The interplay between fragment excitation (investment) and "bond" making (return) in engendering 
net stabilization (profit) of the system. 
(b) The mechanism of bond-making. Nonmetals bind primarily by spin-pairing plus one-electron 
delocalization due to overlap while metals bind mainly by two-electron delocalization in which over- 
lap is assisted by an overlap-independent mechanism of bonding. 

The recognition that the mode of electron delocalization depends on the identity of an atom sets 
up the stage for a differentiation between structural and reactivity properties expected from organic 
and inorganic molecules. This point is illustrated by diverse applications and reference to existing 
experimental and computational data. The article itself can be viewed as a first step towards a reexami- 
nation of solid state physics phenomena (most notably conductivity and superconductivity) from a 
chemist's vantage point after it has been demonstrated that a self-consistent, qualitative understanding 
of molecular electronics across the Periodic Table is now at hand. 
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Part I. Theory 

Chemical Bonding Across the Periodic Table 

1 Introduction 

The aim of this article is to present a new way of viewing chemical bonding across the 
Periodic Table, i.e. a new way of organizing known facts about molecular electronic 
structure into a coherent pattern and, from this base, attempting predictions of yet 
undiscovered chemical phenomena. The philosophy that has led to this contribution 
is that "concepts are more important than numbers", a view explicitly or implicitly 
stated in the writings of Schr6dinger, Wigner, Pauling, Coulson, Fukui, Hoffmann 
and others 1~. Thus what the reader will find here is a way to think about rather than 
compute molecules. The importance of what wemay call "conceptual theory" (designed 
tbr the human mind as opposed to "computational theory" designed for the computer) 
is that it can be projected at the frontier of experimental research and chemistry is a 
distinctly experimental science. For example, physical organic chemistry was the 
frontier of organic chemical research in the 1950's when ab initio computations of 
organic reactions were not possible. In the 1980's, such calculations are almost routine 
but the experimental frontier has moved: Organic metals, organic superconductors, 
organic ferromagnets, etc. are far beyond the capabilities of computational quantum 
chemistry. In short, the development I will describe in this work is the natural 
consequence of the realization that computational lags far behind experimental 
chemistry. 

Why are we confident in this approach and willing to expose it to scrutiny? Because 
this contribution fills a gap which is obvious to anyone who has studied chemistry: 
There exist many local models which "work" within a restricted domain but fail when 
extended beyond it. That is to say, there exists no single, unified theory of bonding. 
More importantly, because we can now explain precisely what is "wrong" with these 
local models and how our approach corrects their flaws. 

What are the general desirable features of a qualitative theory of chemical bonding 
which are present in our approach? In setting out to build a unified theory of bonding 
which annihilates the traditional interdisciplinary barriers separating "organic", 
"inorganic", and "biological" chemistry from each other and from solid state physics, 
we demanded that the theory fulfills the following requirements: 

(a) It should explain the entire set rather than one or more subsets of calculational 
and experimental data through consistent utilization of one and the same set of basic 
principles. Local concepts should be specialized applications of the basic theory. 

(b) The concepts should be based on equations which can be transcribed to pictures. 
In this way, the theory can be presented in pictorial format to the chemist who is not 
a theoretical expert. 
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(c) The existing tools of computational chemistry are too good and too many so 
that it would be a waste to shift to a formalism which does not take advantage of 
them. Hence, the theory must be testable by translation by the existing methods of 
computational chemistry. That is to say, we must propose a "best human thinking" 
formalism which spawns concepts which are testable by a "'best computation" for- 
malism. 

(d) The importance of qualitative theory lies in its inspirational value: It can suggest 
new mechanistic alternatives, new strategies for synthesizing molecules, etc. This 
means that qualitative theory comes before calculation and before experiment, i.e. it 
is a "before theory". Many interpretative tools constructed by classically trained 
theoreticians are "after theories", i.e. a computation is needed for interpreting the 
computation itself (e.g. the concept of natural orbitals). To put it crudely, a qualitative 
theory must be a "back of the envelope theory" which can be routinely implemented 
so as to precede and inspire new computations and experiments. 
As we shall see, our approach combines all four features. 

What can we do specifically by using our method which could not be done before? 
I f  a molecule is viewed as composite of one or more subfragments, then we can express 
explicitly with "pictures" how symmetry dictates fragment excitation which produces 
optimal bonds linking the two fragments. We say that our approach projects explicitly 
the excitation/bond-making interplay and we draw the attention of the reader to the 
four italicized words. Every time we single out a deficiency of a conventional modeI, 
we really identify a failure of the model to give proper account of all the effects cor- 
responding to these four italicized words: Molecular Orbital (MO)2) theory is not 
explicit, Generalized Valence Bond (GVB) 3) theory fails to project the role of sym- 
metry (though it accounts quantitatively for its effect), Extended Hfickel MO (EHMO) 
4) theory fails to properly describe optimal bonds (i.e. the mode of electron delocaliza- 
tion), etc. Every time we say that our approach revolutionizes our ideas about chemical 
bonding, we really mean that the symmetry controlled excitation/bond-making inter- 
play has been made transparent for the first time. Every time the skeptical reader 
adheres to his own preconceptions and disdains our conclusions, he should check 
whether his thinking incorporates all four elements just identified. 

What is the logic in the development of  our approach ? First, there were reasons for 
starting the quest for a unified theory of molecular electronic structure with Valence 
Bond (VB) s) theory: 

(a) VB theory is a polydeterminantal theory in which the configurations have 
explicit chemical meaning (unlike those of  MO-CI theory) and which can be applied 
without restriction to any conceivable problem of molecular electronics, at least in 
principle. 

(b) Resonance theory 6), an intuitive version of VB theory, has prepared the chemist 
well for acceptance of VB theory. Despite the great popularity of  MO theory at the 
present time, one would be hard-pressed to locate an organic chemist who thinks of 
methane as "eight electrons in four low energy MO's"  (MO theory) rather than as 
"tetravalent carbon making four covalent bonds to four hydrogen atoms" (Lewis 
concept of  electron pair bond and VB theory). 

(c) A Restricted Hartree Fock (RHF) Self Consistent Field (SCF) calculation 24) 
is effectively a constrained VB calculation and Configuration Interaction (CI) the 
method by which this constraint is lifted. As a result, VB theory makes a problem which 
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is conceptually hard within the realm of MO-CI theory easy. For example, square D~ 
cyclobutadiene is singlet rather than triplet because in the former there are two pi 
bonds (in resonance) while in the latter only one pi bond (in resonance with two odd 
electrons). In MO-CI theory, the same problem has engendered controversies, invo- 
cations of"Hund's  rule violations", etc. In actuality this is a simpIe conceptual problem 
which the choice of a bad starting point (SCF MO theory) has artificially made to 
appear hard. 

(d) The conceptual superiority of VB over MO theory, because of the clear concept 
of"bonds" ,  is evident even to the most ardent practitioners of MO theory. An excerpt 
from the published Nobel Prize lecture of R. Hoffmann 7) is revealing: "Molecular 
orbital theory . . . .  is fundamental to our a p p r o a c h . . .  Yet when I seek the simplest 
of all possible ways to tell you of the orbitals of these fragments, I am lead back to the 
valence bond picture introduced in chemistry by Linus Pauling." 

With these ideas in mind, we began back in the middle 1970's with traditional Eyring- 
Pauling VB theory so) and we sought to develop it to a qualitative analytical tool by 
removing the approximations which caused important conceptual failures which, in 
turn, predisposed chemists towards acceptance of simpler theories like Hfickel MO 
(HMO) theory s). Specifically, we recognized that Resonance Theory is effectively 
"VB theory without symmetry control" because interaction matrix elements connect- 
ing pairs of resonance structure have signs which are the effective carriers of symmetry 
information and these signs are all taken to be positive in Resonance Theory. Once 
the signs are properly introduced, the concept of Configuration Aromaticity becomes 
in VB theory what Htickel's Rule is to MO theory. For example, cyclopropenyl cation 
is "aromatic" because the three lowest energy resonance structures all overlap in 
phase and they define a Htickel array of configurations which through interaction 
produce a low energy nondegenerate ground state. By contrast, cyclopropenyl anion 
is "antiaromatic" because the three lowest energy resonance structures all overlap out 
of phase and they define a M6bius array of configurations which through interaction 
generate a high energy doubly degenerate ground state. We say that the former system 
profits from Configuration Aromaticity while the latter cannot benefit from it. We 
have shown that an additional factor which makes cyclopropenyl cation so stable and 
cyclopropenyl anion so unstable as to frustrate all attempts to prepare it is the fact 
that two different modes of electron delocalization, single electron transfer and double 
electron transfer, operate in phase in the former and out of phase in the latter system. 
This causes the interaction matrix elements to have much greater absolute values in 
the "aromatic" compared to the "antiaromatic" system. Applications of the concept of 
Configuration Aromaticity can be found in published papers 9.1o). 

Configuration Aromaticity is a general principle of bonding and not only a stereo- 
chemical principle. Interaction matrix elements can be viewed as expressions of bind- 
ing mechanisms and their signs tell us whether the configurations which they connect 
will interact profitably or not, i.e. Configuration Aromaticity represents the perfect 
cooperation of different types of binding mechanisms (=  different types of matrix 
elements) in producing a highly stabilized eigenstate. It would be a serious omission 
not to mention that this concept owes its genesis to a 1965 contribution of Heil- 
bronner 11) which pointed out the implications of the M6bius strip for HMO theory. 
: One can go very far indeed with just qualitative VB theory. Applications to stereo- 
selection, spin selection, aggregation selection, Jahn-Teller distortion, etc., were 
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presented at an early stage of development of  our present view-point 9. i0~ and after 
Salem and the Orsay group had clearly shown that a minimal basis set of VB configura- 
tions is sufficient to yield interesting insights into the mechanisms of thermal and 
photochemical reactions 12). ,The next important step was the following realization: 
VB theory can be used to treat simple systems but it becomes impractical in handling 
conceptually large systems which today are at the focus of interest of the experimen- 
talist. Writing all the necessary VB structures, connecting them with signed "double 
arrows", and using the concept of Configuration Aromaticity fast becomes an im- 
possible task. Clearly, if progress were to be made, we had to invent some method 
capable of  compacting the problem, so to speak. To put it in different terms, our 
problem became: How can we replace dozens, hundreds, or even myriads of VB 
configurations, by one or two "pictures" which describe the collective effect all VB 
configurations. The conceptual breakthrough was the genesis of Molecular Orbital 
Valence Bond (MOVB) theory la. ~4. ls~ which now allows one to think in an organized 
way in a manner never heretofore possible. 

2 Motivation for the MOVB Method 

Figure 1 shows, in schematic form, a constellation of problems as treated by the 
MOVB method. The definition and solution of these and other problems constitutes 
the basis of  a new electronic theory for chemistry. Some of the questions that arose 
in my mind about ten years ago and which led to the development of the ideas I will 
discuss in this monograph were: 

(a) Why is it that two-step compete with "allowed" one-step paths in the absence 
of special constraints and at the moment when Hfickel MO theory judges the former 
to be more unfavorable than "forbidden" paths? 

(b) Why is it that we revere benzene as a six-electron "aromatic" pi system at the 
same time when it is known that six hydrogen atoms do not form a regular hexagon 
but, rather, they pair to form three H2 molecules? 

(c) Why is cyclopropane strained while at the same time having shorter C - - C  and 
C - - H  bonds than cyclohexane2 

(d) Why do we say that hydrazine adopts a gauche conformation because of  N lone 
pair - -  N - - H  sigma antibond stabilization (negative hyperconjugation) when replace- 
ment of N by As (which precipitously lowers the energy of the sigma antibond and thus 
must enhance stabilization) drives the system towards a trans conformation ? 

(e) Why do we invoke negative hyperconjugation to explain the fact that the reac- 
tion of CF 4 plus CH 4 to produce 2 CH2F 2 is endothermic by about 25 kcal/mole 
when replacement of C by C z renders the same reaction exothermic by about 16 kcal/ 
mole? 

(t) Why do we attribute the preference for "outside" rotation of the fluorines in the 
conrotatory ring opening of trans-3,4-difluorocyclobutene to a more favorable 
nr - -  (~c interaction, where C- -C  represents the breaking sigma bond, when the 
corresponding transition state, is "tighter" rather than "looser" (than the "inside" 
transition state) as this interaction would predict ? 

(g) Why is LiOLi linear but CsOCs bent? 
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New electronic theory of chemistry 

H~y~F ~ 

.~ , . " l r  . . . .  1 . .  T . ~ .  / I .,,r.,/co 

! 

H Pl 

Sn: ~Fe(COI 3 

~ Be~. 

i \  I 
ued gas pair (superconductivity) 

Fig. 1. Key problems of modem electronic theory with a pictorial depiction of the MOVB solution 

(h) Why does the radical cation o f H  2 have a weaker bond than the neutral molecule 
while exactly the reverse occurs in the case of  Li 2 ? Why is it that Cr 2 with six bond 
pairs has a weaker bond than V 2 with only four bond pairs and two one-electron bonds ? 

(i) Why is it that Fe(CO)3-containing molecules often have a characteristic "butter- 
" fly" structure when organic molecules show distinct aversion for such a shape and 

when it is known that acetylene is linear but disilaacetylene is computed to be "butter- 
fly"? 

(j) Why is it that computations produce very unusual electron distributions f o r  
metal clusters and organometallics often characterized by electron density build-up 
between negatively charged atoms? 

(k) Why is it that a structural modification can turn a normal to a high-temperature 
superconductor? 

It was questions like these that indicated to me that the existing skeleton of "con- 
ceptual" applied quantum chemistry had to be replaced by a different framework. 
It was then that I realized that ab initio VB theory had little to do with Resonance 
Theory, even in a qualitative sense, and that, as a result, one should expect conventional 
concepts (based on Resonance Theory) to be intuitive guesses rather than theoretically 
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justified concepts. In this work, we will answer most of the questions I raised above 
in an effort to demonstrate the cohesion of the method which makes the epithet 
"unified theory" justified: We will start with methane and we will end with metal 
clusters. Finally, it would be an omission not to say that, while it was experimental 
data that provided the inspiration, computational results obtained by other workers 
(and I would be remiss not to cite the Popte-Schleyer collaboration 16~ here) were 
instrumental in assuring that something essential was not overlooked. Furthermore, 
pure theoretical contributions in apparently unrelated areas (e.g. intermolecular 
forces 1 v- 20), solid state physics 2 i), etc.) defined limits which are correctly reproduced 
by our theory, e.g. a Van der Waals complex is the zero-overlap limit of the correspond- 
ing supermolecule and bonding concepts should be able to describe the entire con- 
tinuum. 

3 W h a t  is M O V B  T h e o r y ?  

The recipe for formally implementing MOVB theory is as follows: 
(a) A molecule in a given geometry is dissected into two fragments. The most 

convenient dissection choice is the one for which the local symmetry of the fragments 
is highest. 

(b) The symmetry-adapted fragment orbitals (MO's or AO's) are written from the 
first principles or computed by using an effective one-electron Hamiltonian of the 
EHMO variety. 

(c) The electrons are distributed so as to generate the MOVB Configuration Wave- 
functions (CW's), ~i's. 

(d) The MOVB CW's are partitioned into sets, T~'s, and each set is diagonalized 
separately to generate the diabatic states, ®~i, 

(e) The diabatic states are, finally, diagonalized to produce the final adiabatic 
states, ~i. 

At this point, it is clear that MOVB theory differs from the conventional methods 
to the extent that the total wavefunction is not obtained as a linear combination of 
• ~'s but as a linear combination of ®~'s. tt now turns out that there exist choices of 
partitioning the O~'s into Tm's so that each ®mi, called a bond diagram, has explicit 
chemical meaning and it can be represented pictorially in a simple way. Thus, one 
arrives at a total wavefunction, W~, which is a resonance hybrid not of CW's (as in 
the traditional polydeterminantal theories), but a resonance hybrid of bond diagrams. 
In this way, we can follow how symmetry dictates bonding changes as the geometry 
of a molecule changes, in an explicit fashion, taking into consideration all electrons, 
all orbitals, and all "effects" (i.e. all integrals which correspond to chemical bonding 
mechanisms). A flow chart for illustrating the procedure is given in Scheme 1. 

We are now ready to spell out the fundamental postulate of MOVB theory by which 
mere formalism is transformed to chemical sense: The partitioning of CW's into sets 
is carried out in such a manner so that each ®~1, the ground state resulting from diago- 
nalizing the qb~'s of T m, represents just one way of making interfragmental bonds or 
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antibonds. With this convention, the approximate form of the ground total wave- 
function becomes: 

~ I  = XXm®~l 

That is to say, higher diabatic states of appropriate symmetry (e.g. Omi'S with i > 1) 
are deemed to be relatively unimportant. 

We emphasize now some important aspects of the "mechanics" of MOVB theory and 
the associated terminology: 

(a) With respect to the two fragments which make up the molecule, each individual 
configuration may contain any one or all of the following elements: 

1. Nonbonding electrons pairs (or odd electrons). 
2. Two-electron DET bonds. Each of them results from in-phase Double 

Electron Transfer (DET) and it is completely analogous to the classical 
single bond of singlet ground H z (Fig. 2 a). 

3. Two-electron DET antibonds. Each of them results from out-of-phase DET 
and it is completely analogous to the antibond of triplet H 2 (Fig. 2 a). 

4. Four electron (or three electron) antibonds. Each of them is due to repulsion 
arising from the overlap of filled orbitals. 
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Singlet det bond 
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Bond diagram 

- ~ . . . . .  1-e Bond 
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b 

Fig. 2a and b. (a) Illustration of DET bonds and antibonds, Ca) Bonding implications of individual 
configurations and of configuration interaction indicated by dashed lines. A 3-e antibond may end up 
as a 3-e bond because of configuration interaction 

(b) To construct the principal bond diagram, one generates theparent configuration 
by placing electrons in orbitals so as to form the maximum number of  bonds and the 
minimum number of  antibonds by occupying as many orbitals having low energy as 
possible. Then, dashed lines connecting orbitals which belong to the same irreducible 
representation are added and these now represent how electrons can be shifted in 
order to generate configurations which will interact with each other, i.e. the dashed 
lines tell one how "symmetry allowed" delocalization will take place. 

(c) A dashed line connecting a doubly occupied with a vacant orbital is said to 
define a coordinate bond (for lack of a more evocative term). Dashed lines connecting 
two orbitals with a total of one and three electrons define one- and three-electron bonds, 
respectively. Finally, a dashed line connecting two orbitals with two electrons defining 
a DET bond defines a delocalized DET bond. These considerations are illustrated in 
Fig. 2 b. 

(d) Higher energy bond diagrams are constructed in an analogous fashion. 
(e) When referring to the excitation which is needed for connecting two fragments 

with bonds specified by the corresponding bond diagram, we always refer to the parent 
configuration of the bond diagram and we inquire as to whether there exists a delocali- 
zation mechanism which can act as to lower the excitation one would calculate by 
assuming that only the parent configuration exists. 

(f) Configuration interaction within each diagram is completely specified by the 
dashed lines and it represents electron delocalization. This can occur by two different 
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Fig. 3. Bond diagrammatic wavefunctions of A = B and C = D 

types of electron transfer mechanisms which are of crucial importance: Single Electron 
Transfer (SET) and Correlated Electron Transfer (CET) as illustrated below. 

SET CET 

+ + + + + + -- 4+ 

We now give a brief illustration of our approach by showing the bond diagrammatic 
representation of two different species A = B and C = D. The two systems differ 
only in the way the four orbitals match in symmetry and this is indicated by the double 
arrows below. 
Each system is a four-orbital-four-electron system and each one is exemplary of an 
important class of chemical compounds. For example, putting A = Ni and B = H 2, 
we have C2vNiH z and by putting A = Be and D = H z we have D~BeH z. The MOVB 
representations of the ground state of each o f A  = B and C = D are shown in Fig. 3. 
Henceforth, we will exemplify our approach by reference to the A = B system. 

According to the "drawing convention" of MOVB theory, dashed lines connecting 
orbitals belonging to the same irreducible representation imply the set of configurations 
which can be generated by shifting electrons along them starting from the parent 
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X / 
z?K\ 

-t-" "-4- 
A [3 

01 

- -  - -  +t -  4 +  

+ + + + 

+ + + + 

% - -  - -  -IF 
,,, % % 

- -  + + - -  ,44- + + 44- 

+ % -H- + - 4 -  ~ - -  - 4 -  "o 
O 

- -  + F  -t+ - -  
~11 ~12 

:02 :e3 

Fig. 4. The MOVB configurations needed for the description of A = B. Configurations 1 to l0 are 
"contained" in O1. The principal configuration of O1 is 0,. O2 and O3 are made up of one configura- 
tion (Oll and O12, respectively) each 

configuration "projected" by the diagram itself. Thus, in our example, ®~ represents 
two interfragmental bonds created by the interaction of ~t  to ~ o  shown in Fig. 4, 
02 represents one interfragmental antibond with ®2 = (I)~, and 03 represents one 
interfragmental antibond with 03 = ~12. The parent of ®t is ~x and the bond diagram 
®1 as written "projects" this lowest energy configuration. The approximate total wave- 
function is simply a linear combination of these three "bonding schemes", i.e. these 
three bond diagrams. 

In fact, for ground state A = B 

q~---O1 

This is so because ®z and 03, being antibonds, lie much higher in energy than two 
bonds. In general, either the "best" or the two leading bond diagrams will be sufficient 
for most qualitative analyses we shall attempt. 
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The fundamental difference between MOVB theory and the traditional approaches 
of building the wavefunction of a molecule is that the former is based on what we may 
call the "Partition and Successive Elimination Principle". Our position is that, in 
order to make sense of a polydeterminantal wavefunction, one must build it in such 
a way so that the initial set of myriads of elements is ultimately reduced to one, or 
two, or few elements of critical physical importance out of which the final wavefunc- 
tion is constructed. The initial set is the set of  all configurations and the final set is the 
set of bond diagrams. The latter are nothing else but the low energy substates which 
will be the dominant contributors to the final wavefunction that can be quantitatively 
obtained by diagonalizing all substates. The choice of  the partition is based on the 
choice of fragments and the latter is frequently made in such a way as to maximize the 
symmetry of each fragment, e.g. CH 4 is viewed as C plus H 4 rather than CH 3 plus H. 
The reason is that, by doing so, we simplify the appearance of the bond diagrams 
(fewer lines connecting fragment orbitals). In short, we can call our approach the 
Substrate Method to the extent that the qualitative analysis is made by consideration of 
substates (bond diagrams) rather than individual configurations though the examina- 
tion of how the principal substate(s) has been formed by configuration interaction plays 
a key role in the development of general bonding concepts. 

4 A New Look at the Periodic Table 

What is the conceptual advantage of the MOVB bond diagrammatic representation 
of the wavefunction of a molecule? The principal bond diagram makes possible an 
immediate visualization of the energy cost necessary for promoting a fragment to a 
"valence state" from which it can make a countable number of interfragmental bonds. 
Excitation is an investment, bond making is the capital one generates from the invest- 
ment, and stability is the net profit associated with the investment. Now, high excita- 
tion is justified if the resulting bonds formed by orbital overlap are strong, and vice 
versa. Hence, the electronic properties of a molecule must be controlled by the intrinsic 
ability of the constituent atoms to enter into strong or weak overlap interaction. This 
leads to the following thought: The Periodic Table is a systematic classification of 
elements which have gradually changing electronic properties. The index to their 
characteristic properties must then be some measure of the ability of their AO's to 
sustain overlap interaction. The index of choice is the resonance integral 13AZ connect- 
ing an AO of atom A with afixedAO of atom Z at the equilibrium bond distance rAz. 
According to the Wolfsberg-Helmholz approximation 22~, 13AZ is proportional not 
only to the overlap integral tAZ, but also to the valence orbital ionization energies I A 
and I z : 

13AZ = K(I A + I z) tAZ 

This means that if, tAZ remains constant, ~AZ will decrease as A becomes increasingly 
electropositive. In actuality, tAZ also varies in such a way so as to reinforce this predic- 
tion in main group elements. Specifically, there is an abrupt decrease of tAZ in going 
from a 2s A (first row) to a 3s A (second row) AO. In contrast, tAZ remains relatively 
constant in going from a 2PA to a 3PA AO. Accordingly, the atoms from boron to 
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fluorine must have substantially greater overlap binding ability than the much more 
electropositive atoms Li and Be of the same row as well as their second row relatives, 
namely, aluminum to chlorine. These considerations are more fully developed in 
Chapter 1 of ref. 14. They naturally lead to a subdivision of the Periodic Table in three 
colored areas: A black (first row nonmetallic), a green (heavier semimetallic), and a 
red (metallic). This subdivision is shown in Fig. 5. Henceforth, in preference to in- 
troducing new language, we shall use the terms black, green, and red themselves. 
Black are strong and green and red weak overlap binders. 

At this point, I open a parenthesis in order to emphasize that the relative overlap 
binding ability of two atomic AO's of  the same n but different I quantum numbers, 
e.g. ns and np, measured by the corresponding ratio of 13Az'S (hence termed the overlap 
binding ratio) exhibits a variation across the Periodic Table that is a manifestation of 
fundamental properties. Thus, a number of workers, namely, Mulliken 23), Jorgen- 
sen 24), Pyykk6 23.24), and Kutzelnigg 25) (see also ref. 8a)) have clearly recognized the 
fact that the first nodeless orbital without precursors (e.g. ls, 2p, etc.) has a special 
position among valence orbitals with the same I quantum number. That is to say, ls 
causes an expansion of 2s so that 2s ends up having an R x comparable to that of 
2p, etc. The expansion of 4d caused by the 3d precursor has been termed "primogenic 
repulsion" by Pyykk6 24). This effect is not relativistic in origin and it is primarily 
responsible for the decrease of the ns/np ratio in going from first to second row and 
the decrease of the ns/(n - -  1) d ratio in going from the first to the second transition 
series. The trend continues down a column as a result of three relativistic effects 26). 

(a) The Relativistic Contraction. 
(b) The Spin-Orbit Splitting. 
(c) The Relativistic Self-Consistent Expansion. 

Desclaux has tabulated the atomic radius at which the density of a given ns or np 
valence AO has its maximum value (Rmax) 27). The quantity ARma x = R ~ ( n p )  - -  Ra~ax 
(ns) is a measure of the relativ( overlap binding abilities of the np and ns AO's. In 
going from a black to a green or red atom of the same column, a reduction of overall 
overlap binding ability goes hand in hand with (and, in fact, it is due to) an increasing 
ARma x, or, in more familiar language, a decreasing s/p overlap binding ratio. What this 
means is that a black atom will tend to bind by adopting a configuration in which 
the 2s AO is singly occupied, i.e. the black atom will be excited so that it can take 
advantage of  the great overlap binding ability of  the 2s AO. The opposite will be true 
in the case of green and red atoms in which the ns AO does no offer any great binding 
advantage relative to the np AO. In summary: A mismatch of the valence AO's in 
terms of Rma x means that optimum overlap of one implies impaired overlap of a second 
valence AO of A with the AO's of some fixed fragment Z. In addition, high electro- 
positivity means reduced capacity to promote overlap bonding. Black differs from 
green and red atoms to the extent that only the latter have the properties just mentioned. 

Consider now the prototypical system A = B of Fig. 3 a and the three configurations 
@~, Ob, Oc shown in Fig. 6 which are contained within ®1. Assuming Oa to be the perfect 
pairing configuration, then going from (I) a to ~b and from ~b to Oo involves disruption 
of one overlap bond. As a result, we distinguish two limiting cases: 

(a) If  A and B are strong overlap binders (black atoms), then the energy gap separat- 
ing Oa and 0 b, AEab, as well as AEb¢ will be very large and O~ will be the dominant 
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Strongly 
bound 
system 

AEbc 

AEob 

-H- ~c -H- 

Moderately 
bound 
system 

4+ + 
Cb 

q- + 

+~o-F 

bc 
(~b 

~a __ ~Eab J 

Dominant 
interaction : (SET) (CET) 

Fig. 6. The two worlds of strongly and moderately bound systems. In the former, the individual con- 
figurations are well separated in energy and SET, connecting the two lowest energy configurations, 
dominates CET because the latter requires interaction of two configurations separated by a large energy 
gap. In the latter, the energy gap ceases to be the key factor and configuration interaction depends 
primarily on the size of the interaction matrix element and CET is superior to SET in this sense 

contributor with some contribution from (I) b representing single electron transfer 
from one fragment to the other. 

(b) I fA and B are weak overlap binders (green or, better, red atoms), then AEab and 
AEb~ will be small and bonding will be due to strong interaction of all three (and others 
not shown) configurations. 

Accordingly, molecules made up of black atoms (e.g organic molecules) define the 
world of overlap bonding (through spin pairing and single electron transfer) while 
molecules made up of green or red atoms (e.g organometallics, metal clusters, metals) 
define a new world which will be the main topic of this article. However, before we 
enter this new world, let us see how MOVB theory has revolutionized our view of a 
presumable well-explored territory: The bonding of  organic molecules and stereo- 
selection in organic chemistry. We will illustrate our approach by reference to two 
problems: The "methane problem" and the "strain problem", with the latter one being 
especially important because it introduces us to a concept, the Echinos Model of 
cluster electronic structure, which will be pivotal in the development of a theory of 
superconductivity later on. 
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Part II. Symmetry Control of Overlap Bonding in 
Organic Molecules 

5 The Methane Problem 

In an age when computational accuracy can compete with experimental accuracy in 
the regime of small molecule chemistry 2s), at a time when reliable calculations of 
organometallic complexes and even metal clusters are feasible 29~, and in an era which 
has seen the proliferation of computer programs capable of  performing accurate 
computations of  organic ground states and transition states 3% the question still 
remains: Do such computations lead to an operationally significant understanding 
of molecular electronic structure ? In attempting to provide an answer, we must come 
to grips with the stark reality that questions like the following remain unanswered: 

Question (a) Why does the C - - F  bond length, rcr , decrease 31~ and the corresponding 
bond energy, Dcr, increase 32) along the series CH3F, CH2F 2, CHF 3, and CF4? 33) 
Question (b) Why is the reaction shown below exothermic? 3,,) 

2 H 2 C F  2 --~ C F  4 d- C H  4 AHr = --24.9 kcal/mole (1) 

Question (c) Why is it that replacement of C by C 2 changes the above reaction from 
exothermic to to endothermic? 34) . 

2 H2CzF z --, C2F 4 + C2H 4 AH r = + 15.6 kcal/mole (2) 
(1,1 Isomer) 

Question (d) Why is it that replacement of C and F by a "heavier" isoelectronic 
atom, like Sn and CI, renders reaction (1) endergonic? 35) 

2 R2SnC12 ~ SnC14 + SnR 4 AH r -- 7.0 kcal/mole (3) 

Questions (a) to (c) define the so called "Perfluoro Effect Problem". Questions (a) 
to (d) define what I will call a general "Methane Problem". I f  we really understand 
the electronic structure of methane, then we must be able to provide clear and succinct 
answer to the above questions. That this is not possible with present-day concepts 
with regards to the first two, leave alone all four, questions has been recognized in- 
dependently by various authors. For example, Chambers 33~ concludes that "the 
very range of explanations that have been offered is some indication in itself of  the 
uncertainty which exists in explaining this very fundamental and interesting aspect 
of  fluorine chemistry" in connection with question (a). Smart has reviewed the various 
conflicting models for bond contraction and bond strengthening in fluoromethanes 
and concludes that the matter remains unresolved 36, 37). Note that, to question (a), 
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we have added three more questions for which we will demand a simple and self- 
consistent answer. The situation is clear: If  a confident understanding of methane is 
still lacking, i.e. if we still cannot answer questions (a) to (d), how in the world can we 
claim to understand a conformational equilibrium, a transition state, a metal cluster, 
etc. ? 

5.1 The  Electronic  St ruc tures  of the Fluoromethanes 

We begin by comparing the MO, VB, and MOVB descriptions of methane which are 
shown in Fig. 7. At the simplest MO level, we have four occupied bonding and four 
unoccupied antibonding MO's. At the simplest VB level, we have four sp 3 hybrid 
carbon AO's forming four bonds with the four hydrogens within the perfect-pairing 
VB configuration (corresponding to the Lewis structure of methane). These are famil- 
iar representations which need no further comment. Now, the steps one must take for 
the purpose of constructing the principal bond diagram of methane are : 

(a) Methane is viewed as a composite made up of two fragments: A Core, C, 
fragment plus a Ligand, 1-14, fragment. In other words, methane is viewed as "C plus 
H4 ~" 

MO methane Lewis/vb methane 

t 2 

G 1 

-H- 
t2 -H- 

-H- 

al -H-  

Reel " forb idden"  me:[hane 

- •  ........ Jr" 

t, - t -  . . . . . . . .  4 -  t2 
-4-  . . . . . . . .  4 -  

G1 -]L-- - " " 

c H 

H 

:U 
H 

Fict i t ious "ol [owed'" methane 

t 2 Ji-- \ \ ~ 
\ \ 

\ \ \ / 
\ \ \ /  

\ A 
~k~\ ' \  

/ ' , ' , ' ,+ 
/ /  \ ~ '_]L. t2 

Cl 1 - - ~ /  \ - - - ~  

C H 4 

Fig. 7. The MO, classical VB, and MOVB descriptions of methane. Note the "parallel" ("forbidden") 
and "diagonal" ("allowed") overlap of the orbitals of the two fragments 
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(b) The symmetry adapted orbitals of the two fragments are drawn and are classi- 
fied according to the irreducible representation to which they belong. The appropriate 
group theoretical symmetry label is placed next to each orbital. 

(c) The eight valence electrons are placed in the eight valence orbitals so as to 
generate the maximum number of multicenter bonds. 

(d) The four bonds obtained this way are the result of spin pairing within individual 
configurations plus delocalization brought about by the mixing of the configurations 
"contained" within the principal bond diagram which is shown in Fig. 7c. 

(e) A key thing to note is the large splitting of the ligand a t and t 2 orbitals which 
is a consequence of strong nonbonded H l s - - H l s  overlap. It is exactly because of 
this that both core and ligand orbitals separate into a high energy t 2 set and a low 
energy a t orbital. The role of nonbonded AO overlap in determining how direct 
bonds are formed is the unappreciated element of molecular stereoelectronics. 

(0 The MOVB formula of  methane is: 

This brings us to the first important point: The advantage of the MOVB theoretical 
description is that it explicitly reveals that tetrahedral methane is less than perfect: 
The four multicenter bonds are connecting an excited tetravalent carbon to an excited 
H 4 fragment so that the two lowest energy a~ orbitals of the two fragments can never 
be simultaneously occupied by two electron pairs. That is to say, the configuration 
shown below is not contained within the principal bond diagram of methane. 

- ~  -+- 
-+- 

-t+ 

-H- 

~a 

We then realize that real tetrahedral methane is a "forbidden" molecule relative 
to a hypothetical (nonexisting) "allowed" methane in which the four multicenter 
bonds are made as indicated by the principal bond diagram of Fig. 7d. Configuration 
• a is now contained within the principal bond diagram of "allowed" methane. Note 
the hallmarks of  "forbidden" and "allowed" molecules: In the former, the dashed 
lines rur~ parallel in designating the bonds connecting the two fragments while, in 
the latter, at least a pair of dashed lines cross. These are the fingerprints of"forbidden" 
and "allowed" transition states insofar as orbital overlap is concerned and, hence, 
our terminology. 

Tetrahedral methane belongs to the T a point group. Replacement of one H by F 
yields CH3F which now belongs to the Car point group. The question is: What is the 
effective symmetry of the four bonds connecting carbon to H3F? We will argue that 
the effective symmetry is not C3v but Ta, that is to say, the four bond orbitals of the 
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Chemical Bonding Across the Periodic Table 

"Parallel" 
overlap pattern- 
"forbidden" 
bonding 

"Diagonat'" 
overtop pattern- 
"art®wed" 
bonding 

Fig. 8. Bond diagrammatic representation of CH3F. Note how one contributor involves "parallel" 
a t overlap (as in methane itself) and the second contributor "diagonal" a 1 overlap. Which contributor 
dominates is determined by the detail structure of the a I ligand (H 3 F) MO's. The ql M® has principal 
F2p and the q2 M® principal His character and this is what is meant by the symbols in the parenthesis 

H3F fragment in CH3F very much resemble the four bond orbitals of the H 4 fragment 
in CH 4. 

The two principal bond diagrams of CH3F necessary for correctly describing hy- 
bridization are shown in Fig. 8. It is immediately obvious that ®u represents four inter- 
fragmental bonds much like those of Td methane (Fig. 5 c). By contrast, ®D represents 
four bonds made in acompletely different fashion. We say that the four bonds within 
®u are "T a bonds" while those within ®D are "C3v bonds". If  it turns out that there are 
compelling reasons for declaring ®u the dominant bond diagram, then we will be forced 
to conclude that bonding in CH3F resembles that within CH 4, i.e. although CH3F 
has lower symmetry than CH 4, nonetheless, both molecules are roughly equally 
"forbidden" because the effective symmetry of both is Ta. Now, ®u will be the dominant 
bond diagram if the H3F fragment orbitals have the shapes shown in Fig. 9 a rather 
than the shapes shown in Figure 9 b. So, the final question reduces to the following: 
Is there any reason to expect that ql and q2 will look as shown in Fig. 9 a rather than 
as in Fig. 9b, given that q3 and q4 are invariant? 

It may now be appropriate to slow down and go over, step-by-step, the construc- 
tion of the principal bond diagrams of CH3F shown in Fig. 8. First, we subdivided the 
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F 
I 
C 

H ""'I""H 
H 
C3v 

e 

01 

e~q~ 

H3F 
Set A: Black (]toms 
effective T~ symmetry 

(a) 

01 

H3F 
Set B: Green/red otoms 
effective C3v symmetry 

(b) 

Fig. 9. Ligand MO's of CHaF generated under two different constraints: Zero H--F overlap inter- 
action (Set A) and strong H--F overlap interaction (Set B). The two different assumptions affect only 
the structures of the a 1 MO's. Note that the a~ MO's contain both H and F AO's while the e MO's 
are pure H MO's 

molecule into two fragments, namely, C plus H3F, then we wrote the AO's of  C and 
we constructed the MO's of H3F starting from the AO basis shown below. 

2pz 
/ , - - , ,  

2py 

IS 0 spX ( ~  

H 
F 

Specifically, F is assigned one valence sp AO and two lone pair 2p AO's while neglect- 
ing the lone pair sp AO which points away from the carbon center and H is assigned 
one valence 1 s AO, as usual. As a result, we obtain four valence MO's (ql through 
oh) and two lone pair MO's (nl and ½). Next, symmetry labels are affixed on the 
individual orbitals, the electrons are fed therein, and bonds are made subject to the 
orbital symmetry restrictions (i.e. only orbitals carrying the same symmetry label 
can overlap and define a bond). Now, (go represents one way of making four bonds 
and ®t) a second way for accomplishing the same. The only difference between ®tJ 
and ®D comes about because the four a~ singly occupied orbitals can be coupled either 
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in "parallel" (no) or in diagonal (®n) fashion simply because there are two spin in- 
dependent ways of coupling four electrons into two bonds and delocalizing them 
accordingly. Remembering now what each dashed line signifies, we can redraw the 
two original bond diagrams as shown in Fig. 10 so that now the "parent configura- 
tion" of each one is the dominant configuration of the set of  configurations contained 
within each bond diagram. These pictures make clear that ®u represents "forbidden" 
and ®D "allowed" bond formation. The rest of  the bonds, i.e. the two e bonds do re- 
main invariant in a one-electron sense. The following trends are now evident: 

(a) In CH 4, the H 4 ligand fragment MO's all span atoms of the same type. As 
a result, there is an analogy between VB electron pair C - - H  bonds and MOVB multi- 
center C - - H  bonds (Fig. 7). This analogy ceases to exist in CH3F where two of the 
HaF ligand MO's (ql and %) span two different types of atoms. As a result, ql is 
really a mixture of VB electron pair C - - F  and C - - H  bonds, with the former making 
a dominant contribution, and q2 is the same mixture with the latter now making a 
major contribution. Thus, in general, M O  VB bonds do not have the same meaning as 

VB bonds. 
(b) Reduction of symmetry from T d in methane to C3v in fluoromethane is really 

signa!ed by the fact that we can now superpose OD on ®u (Fig. 10) for a proper descrip- 
tion. The physical meaning of this additional bond diagram is that symmetry reduc- 
tion causes fragment deexcitation through charge transfer from qz to ql and electron 
demotion from C2p to C2s and this fact is portrayed in the principal configuration 

2py e ~ _ - i i i i ~ i l - - . ~ e  qt, 
2p× q 3 

ZP z (11 + ~. 

"''''"-~- al q2 

2s 

~- e n2 

al"-JI -" . . . . . . . . . .  ~ al ql 
C 3 

q -  . . . . . . . . . .  q -  

\ \  

/ 

p • 
/ 

/ x 

Fig. 10. Equivalent bond diagrammatic representation 
of CH3F where now the dominant contributor con- 
figuration of On is the one which places two electron 
pairs in the two lowest energy a~ orbitals of the two 
fragments 
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projected by ®D in Fig. 10. However, a price must be paid: In this principal configura- 
tion, the electron pair used for making an MOVB bond of principal C - - F  character 
now resides in ql, the electron pair used for making an MOVB bond of principal C - - H  
character now resides in C2s, and as a result, one CF-type and one CH-type MOVB 
bond has partly ceased to exist. Furthermore, because of the engendered overlap repul- 
sion of the C2s and q~ pairs, we say that the two aforementioned MOVB bonds are 
antagonistic and we expect the CH and CF bond lengths of CH3F to be both longer 
than those in CH 4 and CF 4, respectively, where this antagonism no longer exists (but 
vide infra). These ideas are described in section III  of  Chapter 4 of reference 14. MOVB 
theory is a theory which shows in an explicit fashion how symmetry controls fragment 
excitation for the purpose of bond making and which projects the interplay of these 
two factors. 

(c) CH3F has two pure C - - H  MOVB bonds of e symmetry, one impure C - - H  
MOVB bond ofa~ symmetry and one impure C - - F  MOVB bond also o f a  1 symmetry 
with the latter two being antagonistic regardless of how small or large the contribution 
of 0t) is, i.e. this statement is based exclusively on symmetry considerations. Hence- 
lbrth, the term C - - H  bond will be taken to mean pure MOVB bond, the term " C - - H "  
bond to mean impure C - - H  bond and the term VB C - - H  bond will refer to the usual 
VB description with which the chemist'is well familiar. 

Let us return to the original question: Will the symmetry M O's of the H 3F fragment 
look like ql and q2 or like q* and q~'? But, the approximate explicit expressions of 
these orbitals are: 

ql = Q1 ('L1 = Large) 

q* = Q~ ('L, = Small) 

q2 = Q2 (Lz = Large) 

q~' = Q2 (~2 = Small) 

Q1 = N[f + ~,1(sl + s 2 + s3)] 

Q2 = N[(sl + s2 + s 3 ) -  ~'2 f] 

where S i are hydrogen and f fluorine valence AO's. As a result, the question becomes: 
What will be the value of mixing coefficient Xi ? If  it is large, we have 0 U dominant and 
effective Ta symmetry while, if it is small, we have effective equalling real C3v symmetry. 
There exist two important factors which cause Li to be large: 

(a) The geminal nonbonded overlap of the H and F valence AO's is very large, 
much like the geminal overlap of AO's of  atoms attached on a central first row atom 371. 
Replacement of C by Si will reduce nonbonded overlap and the value ofX i. 

(b) The central atom controls the value ofki to the extent that a large ~,~ means that 
the now delocalized qt and q2 can yield large overlap integrals with the C2s and C2pz 
AO's, respectively, provided that these AO's have radii of  maximum electron density 
which are very similar (i.e. provided that the central atom is a strong overlap binder). 
Because qx and q2 span the same AO's (by virtue of  being delocalized), a mismatch of 
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the radial extensions of C2s and C2p would create a situation in which optimal 
C2s-ql overlap would necessitate poor 2pz-q2 overlap, or vice versa. In such a case, 
ql and qz would become localized q* and q~' so as to engender fragment deexcitation 
since now only one (rather than two) strong interfragrnental bond could be formed. 
Hence, we say that even in the absence of  direct H - - F  interaction, the ql and q2 MO's 
will be delocalized as a consequence of the fact that C2s and C2p are both strong over- 
lap binders. In other words, the nature of the AO's of  the central atom alone can control 
the effective symmetry of the molecule. When C is replaced by Si, the unequal radial 
extensions of 3s and 3p causes increased localization of ql and q2, and SiH3F tends to 
have effective C3v symmetry. 

The MOVB theoretical analysis is over. We will now construct th~ principal bond 
diagrams, ®o, of the fluoromethanes and we shall let them speak for themselves. The 
"effective T d symmetry" bond diagrams of CHsF, CH2F 2, CHF3, and CF 4 are shown 
in Fig. 11 and 12. All we have to do now is count the ligand valence MO's of  exclusive 
F character which make bonds in conjunction with the upper 2p AO's of  the core 
fragment. The count is zero for CH3F, one for CHzF 2 (b 1 bond), two for CHF 3 
(the two e bonds) and three for CF 4 (the three t 2 bonds). This means that the percentage 
of C - - F  polar bonds, i.e. the percentage of C - - F  bonds formed via utilization of the 
more electropositive C2p AO, is: 0.0, 50.0, 66.6, and 75.0, in CH3F, CH2F2, CHF3, and 
CF4, respectively. Had ®D been dominant (see Fig. 10), the percentage of C - - F  bonds 
made through utilization of C2p would have been 100, 100, 100, and 75 for CH3F, 
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Fig. 11. Principal bond diagrams of CH3F and CH2F 2 including the fluorine 2p lone pairs. In CH3F, 
the "C--  F"  a 1 multicenter bond finds no matching lone pair MO of the same symmetry while, in CH 2 F 2, 
each of " C - - F "  and C--F  has one matching lone pair MO 
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Fig. 12. Principal bond diagrams of CHF 3 and CF 4. In the former, two e C- -F  bonds are matched by 
two e lone pairs and one at "C- -F  bond" by one a~ lone pair. In CF4, only three (tz) C- -F  bonds are 
matched by (t2) lone pairs 

CH2F2,  C H F  3 and CF¢, which is quite a different trend. Furthermore, we see that the 
percentage of " C - - F "  bonds, each of which is antagonized by a " C - - H "  bond of 
a I symmetry, is 100, 50, 33.3, and zero within the same series of molecules because 
" C - - F " - - " C - - H "  bond antagonism exists only in CH3F, CHzF 2, and CHF 3 which 
have symmetry lower than T d. Since the bond of the diatomic H - - F  is the prototype 
of an optimal polar bond resulting from the coupling of the relatively electropositive 
H 1 s and the relatively electronegative F2p AO and, at the same time, it is not anta- 
gonized by any other bond, we say that " H - - F  type bonding" becomes increasingly 
prevalent in sweeping from CH3F to CF¢. 

Since only total energy arguments are valid in any qualitative discussion of molecular 
electronic structure and since the problems we defined in the introduction call for some 
kind of comparison of nonisomeric and normally noncomparable molecular species, 
we now see a simple way of attaining this last goal. Recognizing that, ideally, electro- 
positive ligands prefer to bind to electronegative AO's of a core fragment and vice 
versa (e.g. H prefers to bind to C2s and F to C2p thus generating polar bonds) we can 
see that the total number of optimal C- -H  and C--F  bonds are three, two, one, and 
zero in CF¢, CHF 3, C H 2 F  2, and CHaF, respectively, that is to say the number of opti- 
mal bonds equals the number of optimal C- -F  bonds, remembering that the term 
"optimal" means that the bond is polar plus there is no antagonistic interaction be- 
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tween this bond with some other existing bond on symmetry grounds alone. Hence, 
total energy arguments can be made by reference only to C - - F  bonds in the case of 
fluorocarbons. 

With this background, here are now the direct and specific answers to questions (a), 
(b), and (d): First, the CF bond length decreases steadily in going from CH3F to 
CF 4 paralleling the percentage of optimal C - - F  bonds. Second, reaction (1) is exo- 
thermic because the number of optimal product bonds exceeds that of reactant bonds, 
i.e. C H z F  2 has one, CH 4 one, and CF 4 three optimal bonds and one plus one is less- 
than one plus three. Third, in (1), the effective symmetry of each reactant is the same 
as the effective symmetry of each product, namely Ta, despite the fact the the reactants 
belong to lower symmetry point groups than the products. As a result, there is no 
'`forbiddenness" reduction as we go from products to reactants, the products have more 
optimal C - - F  bonds and, hence, more favorable overall bonding, and the reaction 
is exothermic. By contrast, in (3), the effective symmetry of each species is identical 
to the actual symmetry which is attested by the point group, the reactants are less 
"forbidden" than the products, and the reaction becomes endothermic. In Table 1, 
we show data which clearly indicate that when the components are red "metallic" 
atoms, there is ligand antisymbiosis, i.e. changing the central atom from black to red 
changes the trend defined by Eq. (I). We can explain the same thing in alternative 
language: When the constituent atoms are green or red, as in (3), the best placement 
of ligands is the one in which a sigma donor and a sigma acceptor group are placed 
on the same atom so that charge donation from the donor to the acceptor has the 
concomitant effect of converting the central atom from tetra- to di-valent (cental 
atom deexcitation). This is precisely what the bond diagrams of Fig. 10 tell us when 
®D becomes dominant (green and red component atoms). 

Table 1. 

Reaction AE (k J/mole) 

HgMe 2 + HgCI 2 ~ 2 MeHgC1 
HgMe 2 + HgI 2 -~ 2 MeHgI 
Cr(CO)6 + Cr(PhH)2 -~ 2 (CO)aCr(PhH) 
Cr(CO)6 + Cr(HMB)2 -* 2 (CO)3Cr(HMB) 
SnMe~ + SnCI 4 -~ 2 Me2SnC12 

--28.5 
--17.2 
--6.0 

--50.2 
--29.3 

Data taken from ref. 3s~. HMB = Hexamethylbenzene. 

5.2 Bonds and not Lone Pairs are Responsible for Symbiosis 

We have outlined the MOVB interpretation of the four chemical trends defined within 
the initial four questions as well as additional trends which have long been regarded 
as puzzling. What remains to be done is to now use MOVB theory to show clearly 
what exactly is wrong with previously attempted rationalizations of  these pheno- 
mena. We proceed in two steps: First, we show why we have totally neglected the 
lone pairs in the bond diagrams of Fig. 11 and 12 and why the correct explanation has 
little to do with lone pairs. Second, we show why the preoccupation with lone pairs 
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in seeking answers to the stated questions is the result of logical as well as theoretical 
misunderstandings. 

We begin by asking the reader to consider a carbon 2p AO which is making a bond 
with a valence fluorine AO, q, which is oriented favorably towards 2p, under the obser- 
vation of a lone pair contained within a fluorine AO, n, which overlaps minimally 
with 2p. 

20 q 

The way in which the C--F  bond is formed is described in MOVB theory by a linear 
combination of two bond diagrams as shown in Fig. 13. Now, suppose that we carry 
out two calculations, one by eliminatingthe doubly occupied n AO and a second in 
which the entire system is properly treated. The change in energy in going from the 
first to the second calculation will reflect nothing else but the fact that we improved 
the C - - F  bond. This improvement will now be either small or colossal depending on 
how efficiently q and n overlap with 2p in the coordinate system of choice. That is to 
say, if we orient q and n as we did above, the improvement will be small and vice versa. 
Hence, the "lone pair effect" will depend upon some arbitrary choice of the initial set 
of AO's. Now, the important thing to understand is that regardless of what we called 
"valence AO" and "lone pair AO" in the beginning,we will always end up with a 
resonance hybrid of ®1 and O2 which will represent one bond formed via some optimal 
valence AO q' and one lone pair housed within an optimal lone pair AO n'. Whatever 
physical interpretation we .advance should always be definition-invariant. 

The way in which lone pairs enter into play can be understood by examining the 
principal diagrams of the four fluoromethanes. These are shown in Fig. 1 t and 12 
under the assumption that the principal bond diagram of CH3F, CH2F2, and CHF3 is 
Ou. These diagrams show explicitly the "observer" symmetry-adapted lone pair MO's 
(constructed from the 2p fluorine AO's) which will hybridize with the sigma symmetry- 
adapted interfragmental bonds as decreed by symmetry. This hybridization is re- 
presented by writing additional bond diagrams in the fashion illustrated in Fig. 13. 
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Fig. 13. Bond pair-lone pair hybridi- 
zation according to MOVB theory 
and the necessity for conceptual in- 
variance of the definitions of "bond 
AO" and "lone pair AO" 
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Now, assuming that ~.1 = k2 = k and symbolizing by u and d the coefficients of ®u 
and ®D, we redefine an optimal C- -F  MOVB bond as one which fulfills these three 
conditions: 

(a) The ligand group orbital spanning F atoms responsible for the bond has either 
unique symmetry or it has the same symmetry as another ligand group orbital spanning 
X atoms but the mixing coefficient k is zero. An example of the first type is q2 °fCH2F2 
and an example of the second type is ql when it is totally uncontaminated by hydrogen 
AO's (k ---- 0). 

(b) The ligand orbital identified.in (a) couples with an upper core AO or MO to 
make the bond. An example is the C2p-q2 coupling in CH2F 2. 

(c) There exists an associated "observer" MOVB lone pair orbital (henceforth 
called F lone pair) spanning F atoms with the same symmetry as the ligand identified 
in (a). The result is C- -F  bond --  F lone pair hybridization. An example is the hybridi- 
zation of th e C2p-q2 bond with the n 2 lone pair, both having bl symmetry, in CH2F 2. 

Finally, we define an optimal C- -H  bond as the one which involves an uncon- 
taminated ligand orbital spanning the H atoms which couples with a lower core AO 
or MO in making a multicenter MOVB bond. An example is the a~ symmetry bond of 
methane viewed as "C plus H4". 

With the recipe just specified., let us count the optimal bonds in the four fluoro- 
methanes assuming the Ou is the dominant contributor. From Fig. 11 and 12, the 
count is simply zero, one, two, and three for CHF3, CH2F2, CHF3, and CF4, respec- 
tively. Now, let us count again assuming that k and the u: d ratio are zero and that O D 
is the dominant contributor. The results are now entirely different: One, three, four, 
and three for the same series. It is now clear that our prediction of the enthalpy sign 
of reaction (1) will depend on the "method" of counting. Assuming ®v dominance, 
reaction (1) is predicted to be exothermic because the products have more optimal 
bonds. On the other hand, the same reaction is predicted to be endothermic by assum- 
ing ®D dominance. So, the operationally important thing in making predictions about 
symbiosis is our.ability to count correctly. That is to say: Should we count by reference 
to ®u or by reference to OD? We will count by reference to the former when k and u :d 
is large in which case the effective symmetry of a molecule is higher than the apparent 
one. We will count by reference to ®D when k and u:d  tend to zero, in which case 
effective equals apparent symmetry. By doing so, any emerging argument automatic- 
ally contains the effect of sigma bonding plus the effect o f  any symmetry-allowed 
hybridization. Realizing now that the bond pair-lone pair hybridization described 
in Fig. 13 contains n v --  G~F negative hyperconjugation, we conclude that explaining 
bond contraction in fluoromethanes and fluorine symbiosis on carbon by negative 
hyperconjugation is accidentally correct because the latter effect is simply an insepara- 
ble part of optimal bond formation. However, the distinction between nonoptimal 
and optimal sigma bonding exists even in the absence of lone pairs, i.e. it still exists 
after eliminating criterion (c) above. Hence, we conclude that the celebrated trends 
discussed before are principally due to sigma bonding. 

Finally, we argue that whatever legitimate lone pair effects exist beyond hybridiza- 
tion are caused by differential symmetry constraints. To see this point, we refer the 
reader to Fig. 11 and 12 and we recall that up until now, we counted optimal bonds 
by assuming constancy of the nonoptimal " C - - F "  and " C - - H "  bonds. Obviously 
this is not the case. For example, such nonoptimal bonds exist in CH3F, CH2F2, 
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and CHF3 and they are 6bserved by zero, one, and two optimal C - - F  bonds, respecti- 
vely, as well as by zero, one and one (more delocalized) lone pairs of al symmetry, 
respectively. Recognizing that more C - - F  optimal bonds means more charge with- 
drawal from carbon and that a lone pair can coordinate with a proton, we say that in 
sweeping from CH3F to CHF3, there will be a pronounced tendency to convert the 
nonoptimat to optimal bonds by setting k equal to zero and increasing the contribution 
of®D so that, for example, the H o f C H F  3 acts now as an electron donor with respect to 
the C2s AO to counteract the electron density depletion and, at the same time, the lone 
pair of al symmetry coordinates with the now vacant His  AO. To put it simply, in 
sweeping from CH3F to CHF 3, the optimal bonds and the existing lone pairs act as 
to "protonize" the hydrogen and turn the " C - - H "  (and concomitantly the " C - - F " )  
bond into an optimal bond. In other words, CH3F and CHF 3 are both C3v but the 
former approaches effective Ta symmetry (i.e. it is "forbidden") more than the latter 
partly because of a lone pair effect. The increase of s character in the carbon AO 
directed to H plus the intramolecular hydrogen bonding is what causes the CH bond 
to be shorter in CF3H than in CH 4 39~ despite bond antagonism in the former but not 
in the latter. 

5.3 The Electronic Basis of Symbiosis: New Predictions 

We now translate the key conclusions of  our analysis in a language familiar to the 
chemist by reference to the prototypical reaction shown below in which each species 
is bent with constant angle and D and A stand for "sigma donor" and "sigma accep- 
tor",  respectively. 

2 MAD ~ MA 2 -t- MD 2 (4) 

Each molecule is viewed as an M core plus an AD o r  A 2 o r  D 2 ligand fragment with 
M having an upper m* and a lower m orbital while D and A have an a and a d valence 
orbital, respectively. Now, our contribution has been to point out that this Lewis 
representation is misleading and that the appropriate molecular formulae depend on 
the nature of  all three species M, D, and A. Specifically, there exists a gradation be- 
tween two limits: 

(a) When M is a strong overlap binder, D mixes with A and vice versa in MAD so 
that each one ends up having properties intermediate between D and A. The benefit 
of this mixing (delocalization) is that the lower ligand MO, z, can overlap strongly 
with the lower m orbital of M and the same is true of  the upper ligand MO, z*, and 
m*. This permits the formation of two good semipolar interfragmental bonds which 
tend to be shielded from each other because neither can z overlap effectively with 
m* nor z* with m (prevention of interbond overlap repulsion). At the same time, 
maximization of the overlap of M with AD requires that the acceptor/donor aspect 
of the ligands is lost. This state of affairs does not exist on the product side where each 
species has one nonpolar and one polar interfragmental'bond. Hence, the correct 
Lewis formulae are the ones shown below, with the asterisks indicating that D is really 
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acting as a group with properties intermediate between a donor and an acceptor, etc., 
in MAD only. 

M M M 
/ - / N , , , %  * / N , ~ ,  (5a) 

The approximate bond diagrammatic description of the reaction is shown in Scheme 2 a 
where we have assumed zero nonbonded interaction. First, note that M is divalent 
and each ligand, D and A, is univalent in the parent configuration of reactant and 
product bond diagrams. Then, observe the ligand hybridization that takes place in 
MAD producing z and z* ligand MO's which approach degeneracy half way between 
the one-electron energies of the d and a orbitals. This is called indirect ligand hybridiza- 
tion in MAD and it is energetically beneficial, i.e. it represents the best MAD can do 
to maximize its stability. Ligand hybridization is also imposed by strong nonbonded 
interaction which splits the x/x* and y/y* degeneracy and the z/z* near-degeneracy. 
This is called direct ligand hybridization in MAD and it is energetically deleterious 
because it tends to turn the two semipolar to two nonpolar bonds in MAD while it 
has less impact on MA2 and MDz. In previous papers, we emphasized the latter com- 
ponent as the two effects cannot be easily separated. In any event, the important thing 
is that, at the limit of M being a very strong overlap binder, the mixing of the ligand 
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orbitals d and a is very strong, the principal bond diagram is ®u, the ratio of the co- 
efficients of Ou and ®D, U: d, large and the effective symmetry of MAD is not C, but 
rather C2v like that of MA 2 and MD 2. The reaction is exothermic because one polar 
plus one nonpolar is better than two semipolar covalent MOVB bonds. In other words, 
the products are more stable than the reactants because the reactants have more stars. 
The pattern of  orbital overlap in all three molecules (when the ligand fragment MO's 
are nondegenerate) is characteristic of a Woodward-Hoffmann "forbidden" system. 

(b) When each of M, A, and D becomes a weak overlap binder (and for M to become 
such the effective m - -  m* gap should be large), the wavefunctions-representing the 
three molecules change. The approximate bond diagrammatic representation is now 
shox;cn in Scheme 2b. Observe the dehybridization of the ligand AD orbitals (z = a 
and z* = d) and the fact that an electron pair occupies the m core orbital (which we 
assume that is contracted relative to m* and incapable of  strong overlap binding (by 
definition) in the parent configurations of  the reactant and product bond diagrams. 
Furthermore, observe that a pair is now placed within an antibonding ligand MO in 
MA 2 and MD 2 and this, in VB theory, implies charge transfer from one ligand to 
the'other as does the placement of an electron pair in the lower ligand MO of MAD. 
At this limit, the mixing of the ligand orbitals tends to zero (directly and indirectly), 
the principal bond diagram is ®o, the u: d ratio tends to zero and the effective symmetry 
of MAD is Cs. In direct contrast to the situation in (a), ®D describes now weaker bonds 
(no "spin-pairing" in the parent configurations) formed with overcompensating M 
fragment relaxation (=  deexcitation). The key idea now is that generation of zero- 
valent M effectively triggers charge transfer from one ligand to the other. As a result, 
the reactants are now more stable than the products because a donor-acceptor rela- 
tionship of the ligands exists only in the former. The chemical formulae which express 
the critical difference between reactants and products are: 

M ~ M + M 

D :A A :A O :O (5b) 
÷ - ÷ ÷ - 

It is now obvious that the situation described in (b) is nothing else but an intermediate 
stop to the limiting case of two-bond exchange represented by the following formulae. 

M m- M * M 
(5 c) 

D,-L,A A,.Z-.~A 0..2-,+0 

Note that it is only at this limit that any bond contraction effect goes to zero because 
the M - - D  and M - - A  bonds in the reactants and the products have equal legth: 
Infinity. Furthermore, observe the change of the enthalpy sign in going from negative 
at the (Sa) to positive at the (5c) limit for, e.g. M = CH 2, D = H, A = F. 

Our analysis makes now obvious the following connection; As M tends to divalency 
and as the M - - A  and M - - D  overlap bonding gets stronger, reaction (4) will tend to 
be exothermic while, as M tends to become zerovalent and the overlap component of 
the M - - A  and M - - D  bonds weak, the exact reverse will occur. This leads then to the 
following partial rule: For constant A and D ligands, the exothermicity of reaction 
(4) will be a function of the effective promotional energy that takes zerovalent M with 
electronic configuration m 2 to divalent M with electronic configuration mlm .1. 
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For row comparisons, this quantity can be approximated by the singlet-triplet gap of 
M computed at the geometry of MAD, or MA 2, or MD 2. We can now explain the 
huge enthalpic change in going from reaction (1) to (2) recognizing that M = C and 
M = C2, respectively, and realizing that each reaction is a double redistribution of 
the ligands (i.e. four DA are rearranged to two D 2 plus two A 2 units). We say that the 
enthalpy switches from negative to positive by about 40 kcal/mol because C is ground 
divalent with an accessible tetravalent state while C 2 is ground singlet (in which essen- 
tially two ground divalent carbons are linked by two bonds) with a very high lying 
tetravalent state appropriate for ethylene formation. On top of it, the two sets of 
ligands (F 2 and H2) become segregated in C2H2F 2 but they are forced to close proximity 
in CH2F 2. Hence, nonbonded interaction of H with F is minimized in the former 
which then approaches its apparent point group symmetry more than the latter. 

A theory which only explains but cannot predict is not a theory. The approach we 
outlined forms the basis for a wide range of predictions which can be easily tested by 
ab initio computations. For example, the singlet-triplet gap of M shown below com- 
puted at the idealized geometry 

1 I 
c c & c c 

M Singtet Triplet 

M' 
M" 

of MAD or MA z or MD a geometry is expected to be related to the enthalpy of reaction 
(4). One immediate prediction is that M'  (resembling square cyclobutadiene with a 
small singlet-triplet gap) should favor symbiosis while M" (resembling regular hexa- 
gonal benzene with a large singlet-triplet gap) should favor antisymbiosis. Given a 
list of singlet-triplet carbene energy gaps (M = CXY), one can design at will reactions 
in which M will dictate either symbiosis or antisymbiosis depending on its nature 
and irrespective of the presence or absence of lone pairs on X and Y, etc. Existing ab 
initio computational data are consistent with our analysis 39). 

6 The Strain Problem 

"While it is easy to look at a molecule and conclude it is strained, a simple and unified 
understanding of strain still evades us." This is the pessimistic conclusion of Liebman 
and Greenberg 40) justified nonetheless by the very fact that answers to questions like 
the following still evade us. 

(a) Why do you call cyclopropane "strained" 41) when at the same time the C- -C  
bond distance in this molecule is shorter than in "unstrained" cyclohexane? 42) 

(b) It is known that electropositive substituents stabilize "strained" cyclopropane 
but electronegative substituents stabilize "strained" ~yclobutane relative to isomeric 
forms 43). Why is that so and can we predict other substituent effects in advance of 
calculation or experiment? 
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(c) Why does the C13--H NMR coupling constant of a cycloalkane correlate with 
strain ' ~  and acidity ¢5) some times and why does the correlation break down some 
other times ? 46) 

(d) Why are there odd-even distinctions in the stability of rings containing hetero- 
atoms ? 47) 

(e) Why are organic polyhedra so unstable (e.g. tetrahedrane) while inorganic 
polyhedra (e.g. B~CI¢) so commonplace? 48) 
We say that these and many more related questions define a "strain problem" and we 
now show how MOVB theory handles such a problem. 

6.1 The Echinos Model 

In a typical problem, we will be asked to consider a number of geometrical arrange- 
ments of the cluster Am, where A is an atom or a fragment, predict the one which con- 
stitutes the global minimum, and explain why this particular geometry is favored over 
the others. The molecular shapes which will be at the focus of  our attention will be 
linear or chain, two-dimensional cyclic, and three-dimensional polyhedral geometries. 
Hence, restricting our attention fo an sp AO basis, we classify our AO's.in such a way 
so as to differentiate between Surface AO's and Needle AO's as follows: 

a, P,~ P~ P~ S 

Chain 
b Pr Pt P,, S 

C p~ S Cyclic 

P, 

Pi 

d Pt ~ S Polyhedral 

Fig. 14. The AO basis set for treating clusters. In each case, the AO's can be subdivided into Needle 
and Surface AO's according to the Echinos MOVB model as defined in the text 
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(a) In the case of  linear Am, as defined in Fig. 14a, we have: 
1. Surface AO's :  lXr and pn '  AO's .  
2. Needle AO's :  s and pr~ AO's .  

In the case of  chain A m, as defined also in Fig. 14 b, we have: 
3. Surface AO's :  Pt and pn AO's .  
4. Needle AO's :  s and Pr AO's .  

(b) In the case of regular polygonal A m, as defined in Fig. 14c, we have: 
1. Surface AO's :  Pt and pro AO's .  
2. Needle AO's :  s and Pr AO's .  

(c) In the case of  regular polyhedral A~, the same defimt~ons apply as in (b) only 
pzt becomes p~. 

With  these definitions, it is now clear that  the Surface or Needle AO's  of  each type 
will generate MO ladders in which we shall be able to classify the individual MO's  
according to the point group of  A.~. Henceforth,  we shall symbolize each M O  ladder 
by (x), where x = p~, P,, etc., and each ladder  M O  by (x)i. Furthermore,  we shall 
recall that,  in the case of  an A~ cluster, there will always be m ladder MO's  for each 
(x). Finally,  the interaction of  the two Surface ladders  will produce the Surface mani- 

fold, denoted by S, and the interaction o f  the two Needle ladders will produce  the 
Needle manifold, denoted by N. The specific process and the necessary symbolic nota- 
t ion for the polygonal  case are shown in Fig. 15 a. We have now reached the point  
where we have really generated two fragments, S and N, which contain a given total 
number  of  electrons. Hence, we generated a problem that can be easily treated by MO VB 
theory to the extent that the total wavefunction of  the system wilt be a linear combination 

Needle ladders Surface ladders 
I 1 J I 

qi 
_ - ~ - - -  

N 

Sa S~ 

Fig. 15. The interaction of Needle Ladder MO's to produce the Needle MO manifold. The (s)' ladder is 
the (s) ladder after interaction with the (p,) ladder, etc. The MO's from ql to qm have principal 2s and 
those from qm+ 1 to q2m principal character. The v i MO's point inside the circle and the u i MO's point 
outside the circle. The surface MO ladders cannot interact, by symmetry, in the case of a cyclic two- 
dimensional cluster. As a result, the Surface manifold is made up of one sigma and one pi manifold, 
the MO's are symbolized by k i and they can be labelled Bonding, Antibonding, and Nonbonding, by 
reference to noninteracting p, or pn AO's 
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of bond diagrams which depict the different arrangements of electrons in the fragment S 
and N that may generate bonds or antibonds between these two fragments. In other 
words, the wavefunction of a three-dimensional polyhedral A m will be nothing else 
than a depiction of how a set of needles can penetrate a spherical surface where the 
verb "penetrate" should be taken to mean "make bonds with". Of course, the wave- 
functions of two-dimensional cyclic or chain and one-dimensional linear Am will be 
related cases. An Echinos is a species in which a spherical surface is penetrated by radi- 
ally disposed needles and affords the best insignia of the N - - S  dissection which will 
now form the basis for application of MOVB theory. Hence, the name of this bonding 
model: "The Echinos Model". 

A number of properties of the N and S manifolds make possible considerable simpli- 
fications in our thinking about the electronic structures of  clusters and these will 
now be illustrated by the reference to D ~  regular polygons, keeping in mind that 
parallel trends exist in the case of  regular polyhedra and that the picture is not quali- 
tatively altered when a transition is made to lower symmetry two- and three-dimen- 
sional solids. 
(a) Properties of the N Manifold 
An N manifold of  a cluster A m cont/tins 2m MO's m of which are derived from the 
(s) and m from the (Pr) ladder. Each N orbital is symbolized by qv Their most important 
properties are: 

(1) The ql MO's can be subdivided into a lower energy set o fm (s)( MO's, with princi- 
pal s character, and a higher set of (pr); MO's with ma.jor p character. 

(2) In interacting the (s)i and (Pr)i to produce the q~ MO's we can say that the former 
set is stabilized by the latter or the latter is destabilized by the former. 

(3) Since each (s)~ MO has the same symmetry and number of nodes as the corre- 
sponding (P~)i MO, the strongest orbital interactions within the Needle fragment will 
be (s) i - -  (p,)i interactions and each q~ MO will have a shape dictated by symmetry. 
Accordingly, the q~ Needle MO's can also be classified into "outside", u i, and "in- 
side", v~, MO's depending on whether they point outwardly or inwardly with respect 
to the periphery of the polygon. There is a definite pattern of alternation of u~ and v~ 
MO's which is dictated by symmetry and which is shown in Fig. 15 b. This pattern can 
be easily understood if we recognize that each Needle ladder has only one MO with 
no nodes, namely, the lowest energy MO. Hence, each ladder has one totally bonding 
MO, (x)l, and m - -  1 partly antibonding MO's (x)~ with i > 1, where the subscript 
next to the ladder symbol denotes a ladder MO. Because of this, we have these combina- 
tions: 

(S)i + (Pr) l  --o q : ,  o r  v 1 

(s)i + (Pr)i ~ q2 to qm, or, u~ to u m_l i 4= 1 

(S)I - -  (Pr) l  -~  q m + l '  or, u m 

(s)i  - -  (Pr)i -~  qm+2  to q2m' or, v 2 to  v m i 4 : 1  

An illustration of how in- and out-of-phase combinations of  (s) i and (Pr)i MO's 
produce u i and vi MO's is shown in Fig. 16a. 
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(a) 

(b) 

+/ 

Outstde, u i , needte orbital 

+ 

i 

~ m 

lnside,v i , needte orbitat 
Needte orbital Surface orbitot 

Weaker < ~  - 
overtop 

u i k, 

overlap 

v i ki 

Fig. 16a and b. (a) Illustration of  how an (s)i - -  (Pr)~ interaction produces MO's  pointing outside or 
inside a cluster surface, (b) Illustration of why an "inside" Needle can overlap better than an "out- 
side" Needle orbital with a Surface orbital of the right symmetry 

(4) The N fragment uses preferentially the u i MO's  for binding ligands and the v~ 
MO's  for binding the S fragment, to the extent possible. 

(5) The directionality of  the u i and v~ MO's  is a function o f m  and also of  the overlap 
binding abilities of  the atomic AO's.  As m increases, (s)~ - -  (Pr)~ mixing decreases and, 
at the limit m = inf., the hybrid u i and v i become unhybridized s and Pr AO's. 
(b) Properties of the S Manifold 
An S manifold of  a cluster A m contains m MO's  derived from the (Pt) and m from the 
(pn) ladder. Each S orbital is symbolized by kl. Some properties are: 

(1) The k~ MO's  can be subdivided into bonding, nonbonding, and antibonding 
relative to the energy of  an isolated p AO and by reference to the H M O  theory with 
neglect of  overlap. 

(2) The (Pt)~ cannot, by symmetry, interact with the (pn)~. However, as m increases, 
pn - -  pn overlap remains roughly constant while Pt - -  Pt overlap increases. 
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(c) Interaction of N and S Manifolds 
The interaction of the two manifolds is brought about by Pt - -  Pr and Pt - -  s overlap 
integrals. As m increases, the former increases up to m = 4 and then steadily decreases 
while the latter increases continuously. At the limit m = inf. the p, - -  P t  interaction 
is abolished and only the Pt - -  S interaction remains. 

With this background, we can now tackle the most general problem in cluster 
chemistry, namely, the electronic structure of the polymer (AH)m which can be regard- 
ed as the "product" of the union of H,, and A~. We know how to develop a descrip- 
tion of A m, namely, by writing the N and S manifolds and then constructing the princi- 
pal bond diagram ofA m. In generating (AH)m, all we have to do is make the appropriate 
electronic promotions and "couple" A m t o  H m. In MOVB theory, the total wave- 
function of (AH)m will then appear as a linear combination of bond diagrams, each 
of which will have three MO manifolds, i.e. each will consist of three fragments : 

(a) The ligand L fragment (L = Hm). 
(b) The core N fragment. 
(c) The core S fragment. 

The key simplification afforded by Echinos MOVB theory is now that, because of 
the choice of the AO basis, the L fragment can make strong sigma bonds only with 
the N fragment. That is to say, the ligands'will be deposited at the ends of the needles 
simply because only the direct Ligand AO-Needle AO overlap is large, the Ligand 
AO'Surface AO overlap being comparatively much smaller in most cases of interest. 
In other words, the N fragment will make principal usage of the ui MO's bind the 
ligands, to the extent possible, simply because the ui's point toward while the vi's 
point away from the ligands. 

6.2 The Construction of the Principal Bond Diagram of a Cluster 

Consider the four-orbital-four-electron pi system of cyclobutadiene. In VB terms, this 
can be described by a linear combination of twenty VB configurations (or, "resonance 
structures"). The two Kekule VB configurations are shown below, where a, b, c, and 
d are the four AO's. 

a d a . ~ - . d  

( ) . 
c 

K I K2 

= etc. 

In MOVB theory, the same system can be approximately described by a linear combina- 
tion of bond diagrams ®i and ®z as shown below: 

ot- . . . . .  ÷d Sd 

. . . . .  

@I @2 

etc. 
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Now, instead of the illustrator system above, consider the prototypical three fragment 
system ABC in which A has one orbital, r, B has two orthogonal orbitals, u and v, 
and C has one orbital, k, all of which have the same symmetry and, thus, can interact 
in a cyclic manner. The situation is entirely analogous to the cyclobutadiene case 
only now the orbitals have different energies. Assuming that u lies below and v lies 
above r and k, we can repeat the above exercise and write the Kekule VB configurations 
and the MOVB description as follows: 

VB Theory: 

V V r;;k 
U U 

K 1 K 2 

MOVB Theory: 

V V +, ,+ 
t '  

r+,, "+k  ~ r + '  ,,+k 
t 

""1- 4"" 
U U 

A B C A B C 

01 02 

= = X I = = etc. (7) 

Y1 ~ = e tc .  (8) 

In VB description, Kt and K 2 are t he  Kekule configurations and X~ represents the 
additional "ionic" configurations. In the MOVB description, O1 is the optimal linear 
combination of nine VB configurations, generated by "moving" electrons along the 
dotted lines, Oz has analogous meaning and Yn represents the additional ("extrinsic") 
configurations which are not contained in ®1 or 02. For completeness, we add that 
there are two K,  and eighteen X. in the VB description while each of®l and 02 is made 
up of nine VB configurations but two of them are common and there are four Y.. Each 
bond diagram, On, projects as written the presumed dominant configuration, i.e. the 
dominant configuration in ®1 is K1 and thatin 02 is I(2. 

In Eq. (8), Ot and ®2 had as their principal contributors K1 and K2, respectively. In 
going from the arbitrary ABC to the Echinos LNS three-fragment system the situation 
changes. If we set L = A, N = B, and S = C, then ®~ and 02 are properly written as 
shown below. What has happened is that the O's in LNS have different principal 
configurations. 

V V 

r+ ,  "~l-k r ~ ' "  
~ s t 

U U 

L N S L N S 
I~ 1 O 2 

= e t c .  

(9) 
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The reasons are basic: 
(a) r and u or v belong to different fragments and span different atoms. Hence, 

charge transfer is coulombically unfavorable and, as a result, the principal contribu- 
tion to bonding comes from "spin pairing". The situation is exactly analogous to 
that encountered in I-I 2. Note that "spin-pairing" ("covalency") will be domina~nt 
regardless of how strong or weak the L - - N  bond is. 
• (b) u or v and k belong to different fragments but span, at least in part, the same 

atoms. Thus, there exists no significant coulombic preference for placing two elec- 
trons in either u (or v) or k or for putting one in u (or v) and the other in k. Further- 
more, v, which can overlap strongly with k (u cannot do so, see, e.g. Fig. 16b), lies 
high in energy. Hence, N--S  bonding will be of the "coordinate" type. Three things 
now need to be emphasized: 

(a) ®1 in (8) is formally exactly the same as O1 in (9) and the same is true of®2. We 
merely changed the reference configuration in our drawing. 

(b) ®~ in (8) is different from ®1 in (9) only, insofar as it portrays our guess that the 
"doubly covalent" (~R) configuration is dominant in the former but the "covalent- 
coordinate" (Oc) configuration is dominant in the latter. 

4- + 4- ~+ 

~R OC 

The same goes for ®2- 
(c) The problem does not change if each of the r, u, v, and k MO's is doubly or 

triply degenerate. We will simply, have to write more bond diagrams for a complete 
representation as indicated in Scheme 3. We will refer to Scheme 3 as we add detail 
to the simple first order MOVB analysis. 

With this background, we are now prepared to spell out a simple procedure for 
constructing the principal bond diagram of a cyclic (AH)m system. The recipe is as 
follows: 

(a) The dominant configuration, which is the "parent" of the principal bond dia- 
gram, ®1, is the "LN covalent-NS coordinate" configuration, Oll. 

(b) In qb11, each of the MO's of the L fragment is occupied by one electron, with the 
sum of electrons being m (L = Hm). The remaining electrons of the NS fragment 
(NS = Am) are then distributed as follows: Electron pairs are placed in sequence in 
the ql = vl MO of N, then first in the bonding and next the non-bonding MO's of S, 
and, finally, in the MO's of N starting with ~ = ul and ending with qj. 
Subsequently, odd electrons, one per N MO, are placed starting with qi+t and 
moving upward. 

(c) Dashed lines are written which connect singly occupied MO's of the same 
symmetry (to produce "covalent" bonds) and pairs of MO's, one containing a hole 
and the other a pair, also of the same symmetry (to produce "coordinate" bonds). 
The resulting picture is the principal bond diagram. 
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Chemical Bonding Across the Periodic Table 

6.3 The  Elect ronic  Structures  of  (CH~),;~ Cycl ic  Sys tems 

Depending on m in (CH)m, one can have the following types of polygons: 

(CH) m Polygons 

 v!o I Odd 

I ' i  I I 
m= 2N m=2N m =2N.1 m =2N÷1 
(N = Even) (N=Odd) (N = Even) (N =Odd ) 

EE EO OE O0 

Now, each class of polygons differs from all others in the type of (s), (Pr), (pn), on the 
one hand, and (Pt) manifolds, on the other. The (s), (Pr), (pro manifolds are generated 
by the in-phase overlap of the AO's and are called (x) + manifolds. By contrast, the 
(Pt) manifold is generated by the out-of-phase overlap of the AO's and it is called (x)-. 
Now, it can be shown that the consequences are the following: 

(a) Since an (x) + manifold is of the Htickel type regardless of whether m is even or 
odd and since an (x)- manifold is of the H/ickel type if m is even and of the M6bius 
type ifm is odd, then m = Even differs from m = Odd systems in a fundamental sense: 
In the former, both manifolds are Hiickel but, in the latter, there is complement~irity 
in the sense that the (x) + manifold is Htickel but the (x)- is M6bius. 
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(b) The classification of  (x) ÷ or (x)- MO's  into Bonding (B), Nonbonding (NB), 
and Antibonding (AB), by reference to HMO theory without overlap, depends not 
only on whether m is even or odd but also on whether N is even or odd in the recursion 
formulas m = 2N and m = 2N + 1. 

It should now be clear that what we really deal with are four different problems 
because eveness and oddness impose different orbital symmetry constraints. 

The principal bond diagrams of  the simplest representatives of  the four (CH) m 
polygon classes are displayed in Fig. 17. I f  we denote the dominant configuration 
which parents the bond diagram 19, by the symbol ¢ . t ,  then qht represents the 
dominant  configuration o f  the principal bond diagram 191. With this in mind, we can 
now define the following terms: 

M = Number of  polygon vertices = Total number of  C - - C  electron 
pairs. 

T = Number of  electron pairs in the S fragment in Ctt.  
R = Number of  electron pairs in the N fragment in ~1~- 

(S) = Number  of  odd electrons in the s-type MO's  of  N, (s)~, in q~x~. 
(P) = Number of  odd electrons in the p-type MO's  of  N, (Pr);' in.,~l~. 

---,,e'* -- % 

%%% 
e' T 4 - . . . . . .  + ~  ~ e' / ~  
o~÷" " ' " + e '  " ' , ,  

-H-o~ cc.l~ 
NS=C3,L=H 3 

L N S 

- -  b2g _ _  G2g 
b2g ~.. - - - -  e ~ .  

o,o-+- - e:o 
(CH)& 

"hE O lg NS:C4.L:H/" 
L N S 

"----,,2 

e'~ =t='..- q=e2 "@o~ 
(CH) 5 

L N -H" Q~ S NS:C~.L: H~ 
- -  blu - -  Q2g 
= . e $  _ _  

blu J r -  .. . ~ e l * " .  - -  elu 
~,~=t=.';.. _,_ " -@~ 
e,o 4=-".-- < +  ~'?o q+ b~o 
% -f-" "=~ % cc% 

= ~ e l  u NS=C6,L=H 6 

'H- alg 
L N S 

Fig. 17. The principal bond diagrams of D,~ (CH)m, with m = 3-6, carbocyclics. Note that no anti- 
bonding k MO of S is occupied. The T:R ratio is read directly off each diagram 
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The reader can now verify that for any (CHx) ~ polygon (x = 1, 2), the following equa- 
tions hold: 

T = (S) 

R = (P)  

T +  R =  ( S ) +  ( P ) =  M 

On this basis, we can now define two key indices, V and Q: 
(a) In the N fragment, q~ = v ~  is bonding but ch = u ~  to qm+~ =Urn are 

approximately nonbonding with respect to adjacent carbons. On the other hand, all 
occupied S MO's are bonding except in the EE family. Hence, the number of 
skeletal electron pairs (i.e. C- -C  bonding electron pairs) per CH is: 

V =  (T b +  1)/M. 

The subscript b emphasizes that T b are bonding pairs. 

(b) Q = T : R  = (S):(P) 
Note that T is the number of electron pairs in S regardless of whether they are bonding, 
nonbonding or antibonding. Now, since the ratio (S):(P) is proportional to the frac- 
tional s character of the Needle MO's which are directed towards the LigandMO's  
for the purpose of binding each C to the corresponding H and since this fractional s 
character is directly proportional to the C13--H N M R  coupling constant J, we have: 

Q = T : R  = (S):(P) oc J 

In order to make strong N-L (N = Needle, E = Ligand) bonds, we must populate as 
many outside pointing N MO's from u~ to Urn as possible (because these have principal 
s character) with odd electrons. But, every single electron deposited in these orbitals 
means that a corresponding electron pair must be deposited in the S fragment because 
(S) = T. The more bonding orbitals S has, the larger the value of  T and, by'necessity, 
the larger the value of  (S). Accordingly, we arrive at the following conclusion: J is 
a measure of  the ability of a carbon atom to make strong CH and CC bonds, i.e. 
is a measure of  the overall bonding of  all atoms within the cyclic system (CH)m , in 
addition to being an index of the strength of the C - - H  bond itself. Each of these 
statements is also equivalent to the statement that J is a measure of  the electron pair 
acceptor ability of  the S fragment, i.e. it is a fingerprint of the orbital pattern of S. 
Equally important, since T pairs have exclusive p character and R pairs principal s 
character, J is a measure of  atomic excitation, sap 2 ~ s~p 3, necessary for bond formation 
because J is proportional to T:R.  In conclusion, a large J means strong CH and CC 
bonding at the expense of large excitation, and vice versa. The J value of a ring informs 
us what precisely is the compromise between the desire of atoms to make strong bonds 
and the necessity for excitation for the purpose of doing so. We shall now see that the 
value of J, i.e. the type of compromise struck in (CH)m rings, depends on the "orbital 
structure" of S, or, more generally, on symmetry. 
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The correct MOVB wavefunction of  a cyclic (CH) m system is: 

q~ = ~-i®l + ~.z®z + ~.303 + --- 

I f  Z 1 is much larger than any of  the other  coefficients, we are justified in writing an 
approximate  wavefunction as follows: 

qjo = O1 .  

If  every one o f  the four types of  rings is represented in this fashion, the principal  bond 
diagrams of  Fig. 17 predict that  the T:  R ratios and, hence, the J values, will vary in 
the following way: 

m = 3  4 5 6 
T : R = 2 : I  3:1 2:3  3:3  

As we pointed out, these are rough estimates obta ined by approximat ing the wave- 
function of  each cyclic system by the "guessed"  principal  bond  diagram. Let us now 
see what happens if we sharpen our analysis. We illustrate our approach by reference 

e2 

I 
e3 

I 

e . , ~ 4=.- 
".>"~. e" o~H-~ " - . ~  e' 

4--0,1' 
L N S 

=I = "  ÷ " e ' ,.,..,,..,. a ~ " 
~ " - l . - I - e '  

-H- a~ 
L N S 

..-4-- e' ~ a ~  

o ~ q - - - ' ' ' . @  e ' - -  - ._~ e 

-H- a~ 
t. N S 

e ' : :~  ~ "  . - - ~ a ~  - -  e' 

L N S 

Fig. 18. Detailed bond diagrammatic re- 
presentation of (CH)3. In O4, the nature of 
u x and u 2 (outside pointing) precludes strong 
delocalization of the two e' pairs, while at 
the same time, the nature of v 2 and v 3 
(inside pointing) precludes strong C--H bond 
formation via the two odd e' electrons 

90 



Chemical Bonding Across the Periodic Table 

to (CH) 3. In this case, there will be four bond diagrams necessary for a good descrip- 
tion and these are shown in Fig. 18. Note that these four diagrams taken in combina- 
tion describe hybridization, i.e. each one there has the same number of odd electron- 
odd electron and pair-hole bonds but the four differ in the way these bonds are made. 
Now, it is clear that because the S are bonding low energy MO's, there is simply no 
motivation for relocating one or two electrons pairs from e' of S to e' of N because, 
by doing so, we are now forced to make one or two L - - N  bonds using the inside 
pointing e'* M® of N. The reader should verify that each of the higher energy bond 
diagrams, ®n, provides little stabilization of e pairs at the cost of very significant 
Ligand--Needle C - - H  bond weakening relative to ®1. In one sentence: By writing 
the representation of (CH)3 as shown in Fig. 17, we conclude that 01 is an apt descrip- 
tion in itself, that two pairs will reside in the S fragment and that the T: R ratio should 
be close to that predicted. We note that Fig. 18 is nothing else but a specific example 
of  the general situation depicted in Scheme 3. By repeating this procedure, we obtain 
the following results for the other three rings: 

(a) In O1 of (CH4) (Fig. 17), the eu pairs of S are nonbonding electron pairs. As a 
result, a bond diagram which places one or both of them in the much lower energy e u 

* MO's of N MO's of N at the expense of now making weaker L - - N  bonds via the e u 
will be a significant contributor. The situation is that depicted in Scheme 3 with 
®n = 01, etc. Briefly, two pairs will reside mostly in S and partly in the N fragment 
with the L - - N  bonds readjusting appropriately. Hence, T: R should be lower than 3:1. 

(b) In O1 of (CH)5 (Fig. 17), the pairs of S occupy strongly bonding orbitals and there 
will be no motivation for relocating them. By contrast, two pairs occupy low lying 
outside pointing N orbitals which are optimal for ligand binding. As a result, there is 
now motivation for relocating them to very low lying antibonding MO's of S. The 
situation is that depicted in Scheme 2 with O1 = ®d, etc. In one sentence: The two e~ N 
pairs will reside mostly in N and to some small extent in S with the L - - N  bonds read- 
justing appropriately. Hence, the T : R  should be a little higher than 2:3. 

(c) In (CH)6, we have a situation much like that encountered in (CH)a, i.e. the princi- 
pal bond diagram is an apt descriptor and the T: R ratio close to the exact one. 

Our final predictions are then the following. 

m----3 4 5 6 
T : R - =  2 <3 >0.7 1.0 

The same approach can be used to study Dmh(CH2) m systems only now each H 2 
unit contributes a sigma (ls + ls) and a pi (ls - -  Is) A® so that there are m L® and 
m L~ MO's. The former match qi N MO's in making m sigma N--L® bonds and the 
latter match (Pn)i S MO's in making m pi N - - L  bonds (Fig. 19). 

The N M R  J constants for cycloalkanes have been determined a long time ago and 
the results are given below. 

m =  3 4 5 6 7 8 9 I0 
J = 161 134 128 124 123 122 121 118 

We propose that the J's are characteristic indices of the four different families of cyclic 
molecules (EE, OE, EO, OO) and that, understanding the physical significance of J 
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Fig. 19. The principal bond diagrams of D ~(CH2) m carbocyclics 

is tantamount to understanding the electronic structure of these molecules. I f  we 
confine our attention to cyclopropane and cyclohexane, we say that the simple bond 
diagrams of Fig. 19 (analogous to those of Fig. 17) lead to an immediate understanding 
of how the D ~  sigma frames differ: Cyclopropane has a larger T: R ratio and this 
means that it has stronger bonds and higher atomic excitation than cyclohexane. In 
cyclopropane, one can deposit electron pairs in low lying bonding MO's of  S so that 
all the outward-pointing N MO's can be used to bind the ligands. This is not possible 
in cyclohexane. On the other hand, starting with three ground carbons and six s and 
six p electrons one ends up with four s and eight p electrons in cyclopropane while 
starting with six ground carbons and twelve s and twelve p electrons one ends up 
with twelve s and twelve p electrons in cyclohexane, i.e. on needs to excite the carbon 
atoms more in order to make cyclopropane. A strained molecule is the one in which the 
outlay of atomic excitation is not properly compensated by bond formation and an 
unstrained molecule is one in which the best balance of atomic excitation and bond 
formation is struck. Cyclopropane is strained because the carbons are too excited and 
not because the bonds are weak and cyclohexane is strain free because the requirement 
for  atomic excitation is not so steep as in cyclopropane. 

With these ideas in mind, it is now easy to see why cyclohexane avoids planarity and 
adopts a D3a chair geometry by puckering. Specifically, we recognize that planar 
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cyclopropane and planar  cyclohexane are the opposi te  faces of  the same coin: In the 
former case, a large T : R  ratio and a large J constant  tells us that too much atomic 
excitation was spent for obtaining strong C - - H  and C - - C  bonding. By contrast ,  in 
the case of  p lanar  cyclohexane, the much smaller  T : R  ratio tells us that  too little 
atomic excitation has produced weak C - - H  and C - - C  bonds. Accordingly,  both D3h 
cyclopropane and D6h cyclohexane are strained for the opposite reasons. But now, 
D6h can be converted to Dah cyclohexane and this t ransformat ion readjusts pr imari ly  
the orbi tal  manifold  of  the Surface fragment  (due to sigma-pi mixing) with the con- 
sequence that  now five electron pairs can be deposi ted in the lowest energy orbitals 
o f  the S fragment so that strong C - - H  bonds  can be made via utilization o f  the outside 
point ing ui M O ' s  of  the N fragment. In  other  words,  one important  contr ibutor  bond 
d iagram of  D3d cyclohexane has a T:  R rat io  o f  5: 1 and this increases the T:  R ratio 
o f  the hybr id  to an optimal value corresponding to a J constant  which is still much 
smaller than that  of  cyclopropane. 

We have already seen that J informs us o f  the overall a tomic excitation within a 
cycloalkane and this is why it correlates with both  strain and CH bond length (Table 2). 
However,  there can be no correlat ion between J and CC bond lengths. The latter 
depend on the number  o f  bonding electron pairs in S, T b, not on T. Hence, it is the 

index V, not  J, that  informs us about  the var ia t ion of  CC bond lengths. Experimental  
results are in agreement with expectations (Table 2). However,  while J often correlates 
with strain and carbon acidity in cycloalkanes,  there is simply no reason to assume 
that  this will always be true. An example will serve to illustrate this point. 

Table 2. 

Strain per T: R V rcc (A) b J (Hz) * rcn (A) b 
carbon 
(kcal/mole) 

/ ~  9.2 2:1 3:3 1.510 161 1.089 

[ ]  6.5 3:1 2:4 1.555 t34 --  

1.3 2:3 3:5 1.546 128 1.114 

0.0 3:3 4:6 1.536 124 1.121 

33.0 5:1 4:4 1.473 d --  1.069 d 

20.0 8:4 3:8 1.55 c 155 1.06 c 

a Ref. 46); b Ref. 42) unless otherwise stated; c Ref. 46) and Foote CS: Tetmhedron Lett. 1963: 579; 
d Ref. 53);, Fleischer EB (1964) J. Am. Chem. Soc. 86:3889 
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Problem. Cyclopropane and cubane have roughly the same J values, 160 Hz and 155 Hz, 
respectively. Yet, cubane is 10.8 kcal/mole per carbon more strained and 10 3 m o r e  

acidic than cyclopropane ! 46) Why did the J correlation with strain and acidity break 
down ? 
Answer. The principal bond diagram of cubane is shown in Fig. 20. The T: R ratio is 
2: I, exactly like in cyclopropane. However, the S fragment is now excited to the extent 
that there is a "hole" in it, the t l ,  hole. This tlu S orbital is forced to remain unoccupied 
so that a triple antibond with the occupied tl, N orbital is averted. We say that the 
Nfootprinted the S fragment. Cubane is much more strained than cyclopropane because 
S must be excited to avoid repulsion with N and this is reflected by the V indices: 
Cyclopropane has a much large V index and this is the reason it is so much less strained 
than cubane (Table 2). Cubane is more acidic than cyclopropane because the electron 
pair left behind by proton removal can be effectively accommodated in the S hole. 
Calculations ¢9) and PE spectroscopic experiments 50) have provided evidence for the 
existence of a hole. Thus, the first two ionizations arising from t2u and t2, are followed 
by a 4.9 eV gap before the next ionization arising from e, occurs! The message is 
clear: When two molecules have comparable J 's but very different strain energies 
look for S holes to be the answer. 

6.4 Why are Boron Polyhedra Stable? 

Why is boron so notorius for forming bridged structures and polyhedra? Again, we 
suggest that the popular viewpoint is not the correct one. For instance, what 
diborane did to chemists is to lead them to believe that there is something magic 
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Fig. 20. The principal bond diagram of cubane. Note creation of the Surface tt= hole by the Needle 
t 1. pairs 
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about electron deficient bonding, e.g. two-electron three-center bonding. But, at the 
limit, this pattern of bonding is nothing else but multicenter bonding and the vast 
majority of all molecules larger than diatomic can be formulated as two fragments 
connected by multicenter bonds. For example, we can view H3 + as "H~ plus H"  and 
methane as "C plus H4" and the bonds of the principal bond diagrams of the 
two species are multicenter bonds. So, from the standpoint of  capability for multi- 
center bond formation with whatever electron count boron is the same as every 
other atom. 

In a previous paper, we have explained why diborane is bridged but the iso- 
e l e c t r o n i c  C2H; 2 is not 51). The answer was: The behavior of B is different from 
that of  C because s - ,  p promotion in B is much cheaper than in C 52). We 
will now try to convince the reader that tetrahedrane, (CH),, is highly strained but 
its boron analogue, (BH)4, and its derivatives are stable species (the structures of 
which have been determined by now conventional spectroscopic techniques) only 
because the atomic excitation price that must be paid for bond making is much less in 
the latter case. The principal bond diagram of T d (CH) 4 shown in Fig. 21 renders 
the problem trivial. The reason is that removal of the four nonbonding electrons from 
this diagram produces the principal bond diagram of (BH)4. Now T o (CH), is highly 
strained but (BH)4 is stable and (BC1)4 a known compound. The difference cannot be 
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the four nonbonding e electrons of the S fragment. Rather, the difference must be reduc- 
tion of the atomic excitation in going from C to B which allows formation of the isomer 
which has the strongest bonds and this is the tetrahedral molecule non the cyclic or 
"strain-free" isomer! Again, asking the chemist to believe that tetrahedrane has 
stronger overall bonding relative to the less strained analogues seems iconoclastic. But 
consider the logical structure of the MOVB interpretation. Tetrahedrane is by far more 
strained than cyclopropane itself because the former has a 5:1 and the latter a 2:1 T: R 
ratio, i.e. tetrahedrane requires much more excitation than cyclopropane (Table 2). At 
the same time, the C--C bond length varies in the order cyclohexane > cyclopropane 
> tetrahedrane (Table 2). The C--C bond length of tetrahedrane is taken from an 
ab initio computational paper by Pople and Hehre 53~ and it seems very reasonable 
given the fact that the C--C bond length of the tetra-t-butyl derivative is 1.485 A 54). 
On the other hand, the V index predicts that the C--C bond lengths of cyclopropane 
and tetrahedrane should be comparable but this index does not take into account 
the fact that overlap repulsion between N and S orbitals of the same symmetry 
which are occupied by three or four electrons is reduced as the mixing of the (s) 
and (Pr) ladders increases causing a more pronounced outwards-pointing of  the 
Needle u i MO's and greater avoidance of  N- -S  overlap repulsion. This is precisely 
what happens as one goes from cyclopropane to tetrahedrane and each pr can 
overlap with three (rather than two) s AO's. 
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7 Correlated Electron Motion in Molecules 

It is not an exaggeration to say that most of the conceptual framework of chemistry 
is based upon the notion of Single Electron Transfer (SET). From a very early stage, 
the chemist focuses attention on the hydrogen molecule or some other diatomic as 
the illustrator of the fundamental principles of bonding. As a result, he learns to write 
"covalent" and singly "ionic" structures, in the Pauling fashion, in attempts to under- 
stand why one bond is stronger than another, e.g. why HF has a stronger bond than 
Hz 55). Then, he becomes acquainted with double bonds, as the sigma and pi carbon--  
carbon bonds in ethylene, and treats them as two independent single bonds. The 
trend continues when a transition is made to Frontier Orbital Ht~ckel MO (HMO) 
theory 56.5v). Here the HOMO-LUMO interaction of two fragments, when translated 
to VB language, is nothing other than the situation encountered in the treatment of the 
single bond of a diatomic, only now atom AO's are replaced by fragment MO's 5s) 
This equivalence is illustrated in Fig. 22. The original work of Dewar in PMO 
theory s9) and contributions by Hoffmann 6% Fukui 56), and others 61) have eastablish- 
ed this type of approach, essentially an Extended HMO (EMHO) approach, as the 
principal qualitative theoretical tool for rationalization and prediction. In this work, 
we raise the issue of whether the Independent Bond Model (IBM) and the notion of 
SET are qualitatively (let alone quantitatively) justified. Can it be that electrons move 
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Fig. 22. Perturbation MO orbital interaction diagram and its MOVB equivalent description 

97 



Nicolaos D. Epiotis 

in pairs rather than one at a time? Can it be that there is really nothing like a 
"single bond" ? 

Consider the prototypical A =  B system and its principal bond diagram depicted 
in Fig. 4. We recognize the intraction of ~1 and ~3 defines Correlated Electron 
Transfer (CET) while the ~i--@s interaction defines Single Electron Transfer (SET). 
Now, in a recent work, we showed the following: 

(a) Matrix elements over MOVB configurations can be written explicitly in a 
pictorial, diagrammatic fashion. 

(b) The interaction of two configurations ~ and q~j depends on two factors: 
The interaction quantity R o = Hii - -  ES~j and the energy gap separating them, Dij. 
The qualitative trends which can be obtained from studying the variation of H~j are 
significant only in terms of what they tell us about Ri i. The best way to make R 0 
large is to create a situation in which large negative terms which are overlap 
independent contribute to H~r That is to say. the key realization is that whenever we 
make H 0 large by virtue of increasing overlap, a corresponding term ESij contributes 
in exactly the opposite direction. Hence, this is an inefficient way of enhancing the 
• i--~j interaction. The best solution is to get coulombic (non-overlap) assistance! 
Such strong assistance is only possible in the case of CET and it is due to a term 
which is the repulsion integral connecting two configurations the interactions of 
which reproduces induced dipole-induced dipole, i.e. dispersion, stabilization when 
interfragmental overlap is zero. Hence, CET is nothing else but the process of making 
one bond while assisted by the coulomb interaction of the two transition dipo:es. 
The VB analogue for A = Ni, B = H2 is shown in Fig. 23. 

(c) The condition for making R~j large is CET. But this has an adverse 
consequence: When we start from a perfect-pairing configuration (e.g. ~ in 
Fig. 4), SET causes disruption of one while CET causes disruption of two DET 
bonds. Hence, the Dij factor will end up favoring SET when there is strong 
overlap of the two fragments and the perfect-pairing (~t) attains much lower energy 
than the no-bond (~3) configuration. 

(d) "Connecting" (b) and (c) and recalling that the superiority of R(CET) over 
R(SET) is due to a dispersion (non-overlap) phenomenon, it is apparent that 
all that is needed for CET to take over is that the D 0 factor does not act over- 
whelmingly against it. Hence, we expect CET to dominate SET in system where 
fragments are connected by modestly strong DET bonds. But, whar are the likely 
candidates that may fulfill this last condition? Our answer has already been given: 
Molecules made up of green, or still better, red atoms or molecules containing weak 
or weakened bonds connecting black stoms (which normally form strong sigma 
bonds and, thus, cannot support CET), e.g. pi bonds. 

(3 

® 

Fig. 23. Overlap Dispersion in NiH 2 
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7.1 The Concept of Overlap Dispersion 

The wavefunction of our prototypical system A =  B (Figs. 3, 4) can be written as: 

= ;LI®~ + ~,2®z + ;L3®3 )',1 > X2, ~,3 

If A were a black group and both the ct and ct* orbitals were capable of generating 
strong overlap interaction, then the major configuration interaction would involve 
q)~ (belonging to the even set) and the CT configurations • 7 and q~s (belonging 
to the odd set). However, if A is an etectropositive atom in which, additionally, the 
a orbital does not have the spatial extension necessary for strong overlap with the 
orbitals of B, i.e. A is a red atom, then the major configuration interaction will 
involve the configurations of the even set, i.e. the configurations which, through 
interaction, define CET. We now want to take a close look at the consequences of 
CET and get better acquainted with the principal actors of the bonding mechanism 
we shall name Overlap Dispersion. 

The critical CET configuration interaction we shall consider is shown schematically 
in Fig. 24. The following aspects are noteworthy: 

(a) In ~y, each fragment is an open shell species in which the two electrons have 
half of the time parallel spins and benefit from exchange correlation. The two open shell 
species combine to form two interfragmental DET bonds. By contrast, in ~z, the 
two electrons of each fragment have always antiparallel spin, something which 
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Fig. 24. Principal bond diagram ofA = B and the key bielectronic configuration interaction responsible 
for Overlap Dispersion 
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generates severe interelectronic repulsion. Furthermore, the two open shell species 
combine to form two interfragrnental DET antibonds. 

(b) Each configuration" differs from the one with which it interacts by two 
occupied spin orbitals and each interaction matrix element represents a two-electron 
hop. Now, each matrix element is a difference of two terms which have opposite 
signs: One term is an overlap term, W, and it represents formation of two CET bonds 
and the other term is a bielectronic repulsion integral, Z, which represents the 
interaction of two transition dipoles. As a result, each matrix element leads to strong 
configuration interaction by combining in phase (algebraic addition) Overlap and 
Dispersion. Hence, the name of the bonding type is Overlap Dispersion. 

(c) The overlap term responsible for CET bond formation within each interaction 
element is different from the overlap term responsible for "DET bond formation 
within ~r to the extent that the two electrons which generate the single bond by 
exchanging their spins are now kept further away from each other. This can be seen 
by comparing the overlap terms within Hxy and Hyy: 

Hxy = 2<al b*> <b I H I a*> + 2<bl a*> <al H I b*> + (ab*l ba*) + (ab*l ba*) + . . .  

Hyy = 2<alb*> <al H Ib*> + 2<bla*><bJ H [a*> + (ab*lab*) + (ba*lba*) +.. .  

The key difference is that the repulsive bielectronic terms (underlined) in Hxy are 
smaller than those in Hyy. 

(d) The conditions for the maximization of the Dispersion term are: 
(i) The orbitals a and a* must extend in the same region of space. 

The same must be true of b and b*. 
(ii) The geometry of A and B should be such so that the transition dipoles 

associated with the a -o a* and b --* b* excitations interact to a maximum extent. 
(e) The Hxy (and Hx~) matrix element can be represented by using arrows to 

indicate the motion of electrons within ~y (and ~,.) that generates the additive overlap 
and dispersion terms (Fig. 25), Unlike other representations with which the reader may 
be familiar, we now need two pairs of arrows Which indicate the two different 
paths by which a pair of electrons can be relocated from one to another pair of 
orbitals. The picture shown in Fig. 25 embodies the concept of Overlap Dispersion. 

The final conclusion is that Overlap Dispersion constitutes the mechanism of 
binding A and B provided that A and B can only form weak DET bonds and this 
mechanism can be expressed in VB language as shown in Fig. 26. We end this 
section by recalling previous important contributions to the theory of inter- 
molecular forces 17) which force upon us the following conclusion: polarizability 63) 
is a measure of  the capacity of  an atom or fragment to support CET. Since there 
is a sharp increase of atomic polarizability as one moves away from the first row of the 

]a q-" 
A B 

Fig. i5. Pictorial depiction of matrix element responsible for Overlap 
Dispersion 
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Periodic Table from B to Ne (and from H and He), the physical picture of bonding 
developed here is entirely consistent with the available information regarding 
atomic properties: The red and green atoms which we have signaled out as supporters 
of CET do have large atom polarizabilities. Computational support for the concept 
of Overlap Dispersion has been presented in the original paper 64). 

A: :B ~ A~ ~B - -  A* ~B - -  A~ +B Fig. 26. Overlap Dispersion in an A = Bsystera 

7.2 The  Electronic  Structure  of  Fe r rocene  

We are now prepared to provide a very explicit description of  the way a metal binds 
organic molecules to form a coordination compound. We proceed as foUows: 

(a) We view ferrocene as "iron metal plus cyclopentadiene dimer", i.e. as "Fe plus 
Cp2". 

(b) We write the symmetry orbitals of Fe and Cpz and we allocate the electrons 
so that, with minimal excitation of the two fragments, we accomplish the follow- 
ing: 

1. We make the maximum number of DET bonds by coupling the odd electrons of 
the two fragments. 

2. We match the maximum number of electron pairs of one fragment with high 
energy holes of the second fragment. 

3. We minimize the number of four-electron antibonds. 
This is the recipe for generating the dominant configuration, ~p, which will be the 
parent of the principal bond diagram. 

(c) The principal bond diagram, O1, is produced by connecting the orbitals of the 
same symmetry with dashed lines. This is now a representation of the optimal 
line/tr combination of all configurations that can be generated by moving electrons 
along the dashed lines. 

The principal bond diagram of ferrocene is shown in Fig. 27. Note that, in the 
parent configuration "projected" by the bond diagram as written, each Cp ring is in 
its ground state electronic configuration while Fe is excited to the extent that it has 
been forced to have a d s configuration with all electrons paired. Now, the 
important thing is that the bonding of ferrocene is due to the fact that two 
DET bonds connect the two fragments but, equally important, there is Overlap 
Dispersion produced by the simultaneous delocalization of one electron from Fe to 
CP2 and one from CP2 to Fe. Starting with the Op configuration and moving 
two-electrons at a time, one left and and one right in all possible ways, amounts 
to the conceptual generation of the T~ wn substrate. Repeating this process starting 
with the configuration which differs from ~p by one electron transfer from one Fe to 
one CP2 orbital, amounts to generating the --1T°dd substrate. The best approximation 
to the truth is: 

tp = O1 ~- clTl yen + c2~ dd + ..- 
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Fig. 27. The principal bond diagram of ferrocene which is read to mean the following: Delocalization 
occurs by moving two electrons in opposite directions along the dashed lines 

The reader should note how the concept of  "single bond" becomes meaningless at 
this level of  theory. Each individual bond helps the formation of a second which, in 
turn, reinforces the first. The concept of Overlap Dispersion is based upon the 
realization that CET is better than SET. 

7.3 Are  d Orbitals  "Over lap-Inert"?  

Atoms of  the first row of  the Periodic Table differ from all other atoms in one 
fundamental way: They are orbitally homogeneous. This term denotes the fact that the 
valence AO's of  these atoms have comparable radii of  maximal electron density, 
R . . . .  and, thus, are equally available for overlap with the orbitals o f  some other 
atom. By contrast, all other atoms are orbitally inhomogeneous, with the effect 
becoming increasingly acute'down a column within the main group atoms while it 
progressively becomes moderated down a column within the trasition series. To put 
it crudely, both the 2s and the 2p • AO's of  carbon are equally available for overlap 
with the orbitals of  some fixed atom while, in silicon, the 3s is contracted relative to 
the 3p and this contraction increases in going all the way down to Pb. Indeed, 
Pb has active 6p AO's but a "dead" 6s AO insofar as overlap is concerned. 
Similarly, Ni has "dead" 3d AO's an active 4s AO and overextending 4p AO's. 
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Atom Rma x (au) 

ns np (n -- 1) d 
C 1.220 1.217 -- 
Si 1.793 2.177 -- 
Sn 2.067 2.590 -- 
Ni 2.378 -- 0.641 
Pt 2.529 -- 1.257 

* All data taken from Ref. 27). 

Chemical Bonding Across the Periodic Table 

Rma x data taken from the Desclaux tabulation are shown in Table 3. Rm~ is an 
atomic property and atoms within molecules readjust the radii of  their AO's  in order 
to optimize bonding. However, regardless o f  how the atoms change their appearance 
within molecules their atomic identity is never totally lost. This is an important point 
which we must explain carefully. 

Consider a Ni atom which is in the process of  making two bonds using the 4s and 
one 3d AO with some orbitally homogeneous fragment B. Now, the two fragments 
must approach each other so that 4s will overlap optimally with some orbital u of 
B and 3d will also overlap optimally with a second orbital v, of  B. However, such a 
simultaneous optimization is not possible because Ni is orbitally inhomogeneous. 
That  is to say, we have two AO resonance integrals, 7,b, as shown below, and, if we 
optimize the first, then the second becomes zero. The reason is that the inter- 
fragmental distance rNiB has been set by Rmax of  4s and at this distance the 3d AO 
cannot overlap with B AO's. The situation is graphically iLlustrated below: 

%u = K ( I d +  I )Sd .  I. = (a l ib i [a)  

ys,, = K(I~ + I,) ss, S,b = (a  I b)  

Rmox Rmax 

~s 1--_--__'~ 
Rmo × R~× 

R V ~ R u 

~s R3d 
Rmo.x >> max 

In crude language, we can say that, when two atoms, at least one of  which is 
orbitally inhomogeneous, are bonded, their teeth do not match. 

What we have described above is the situation that would obtain if the atoms 
were to enter molecule formation with their AO ' s  frozen. While this is not the 
case, the problem we delineated above cannot be annihilated. For  example, 
consider what Ni would try to do so that its 3d AO becomes capable of  bonding. 
This orbital will expand so that the AO overlap integral sd, will change from 
zero to some nonzero value. But, at the same time, the one electron orbital 
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energy of 3d will be raised, i.e. I d will become smaller in absolute magnitude. 
This will raise the total one-electron energy of the system and at the same time 
it will tend to return the )'du to its original zero value. Reduction of inter- 
electronic repulsion may still make the 3d orbital expansion within the molecule 
the thing of choice but this expansion should in no way lead us to expect that 
the 3d AO's" will now bind strongly by overlap. Hence, logic dictates that, though 
the 3d-u overlap can be  appreciable, the corresponding 3d-u resonance integral 
will be small because I d had to be reduced. Now, Overlap Dispersion is the bonding 
mechanism which recognizes these indisputable trends and which tells us that metals 
do not have to rely on overlap to make strong bonds with organic fragments. 

Consider the binding of Ni with H 2 to form the triatomic NiH 2. Simplifying for 
the moment, the problem, we write the abridged principal bond diagram, the key 
configuration interaction that brings about Overlap Dispersion, and the critical 
matrix elements shown in Fig. 26 with A = Ni, B = H2, dxy = a, s = a*, cr = b, 
c* = b*. Consider now what happens under two different conditions: 

(a) The 3dxr remains as in the atom highly contracted relative to the 4s AO. 
Then both I and III  terms go to zero and, in addition, the bielectronic repulsion 
integral Z will be very small because 3dxy and 4s do not span the same space. 
In such a case, neither overlap nor dispersive binding of significant magnitude is 
possible. 

(b) The 3dxr expands relative to the 4s AO. Now, I becomes appreciable while III  
is still negligible. However, Z now becomes large. The system is bound by Overlap 
Dispersion due to the overlap interaction of 4s and v and the dispersive interaction 
brought into play by Z. 
Our final conclusion: The overlap-active orbital of a metal is the ns AO and d orbitals 
tend to be "overlap-inert". We suggest that this type of binding is present, to a lesser or 
greater extent, in all molecules which contain atoms which have valence AO's  of 
unequal spatial extension, i.e. all atoms except B, C, N, O, F, Ne, H and He[ There 
are now some indications that d orbitals tend to be "overlap inactive": 

(a) Cyclobutadienecomplexes of the type (C4R4)ML 3 have a low barrier to r0tation 
about the metal-C 4 axis 65~. In a more general sense, many organometallic complexes 
exhibit fluxional behavior because the "bonds"  formed by the metal d orbitats do not 
restrain rotation, sliding, and other relative motions since they are not conventional 
overlap bonds 66) 

(b) There should be little energetic preference for linear or bent H 2 fragments 
within the organometallic molecule LzPtH 2. The bond diagrams for bent and linear 
singlet PtH 2 (Fig. 28) show that the principal configuration parenting the diagrams is 
different, but, in both cases, there is an s--(r bond linking the two fragments. 

The dispersion is brought into play by two different orbitals dxy in the bent and p~ 
in the linear form. Again, the s orbital of  the metal is the critical one for.overlap 
interaction and it is involved in both geometries. As a result, the cis and trans forms of 
(PH3)2PtH2 are found to be nearly equienergetic 67~. That is to say there is no thermo- 
dynamic trans effect in this case. 

(c) Scott and Richards suggest that the 3d"-14s 1 configuration of the metal gives 
rise to the ground state of the hydrides and that the d electrons are largely non- 
bonding from ScH to Fell  68~. 
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Fig. 28. Principal bond diagrams for bent and linear HPtH. Note how the linear form requires participa- 
tion o f a  6p AO of high energy and this is why one Pt--(H2) bond becomes nearly ionic 

(d) Ni(CO) 4 is a prototypical organometallic molecule. Ionization from the ls 
carbon AO of CO requires much more energy than the same process within Ni(CO)4, 
i.e. there is a very large breakdown of Koopmans' theorem in this and related mole- 
cules 69). The reason is that the positive charge generated by electron ejection is 
stabilized by the responding metal atom within Ni(CO),~ via monoelectronic polari- 
zation. The situation is very different from that encountered in organic molecules 
where the frozen orbital approximation works well in Photoelectron Spectroscopy. 
These facts are trying to tell us that Ni and metals in general act via polarization, 
monoelectronic and bielectronic dispersion), because their d AO's cannot generate 
strong overlap bonding. 

(e) There have been several high quality calculations of small metal diatomics or 
clusters where the authors fully recognized that the important metal orbital insofar 
as overlap is concerned is the ns AO 7o). Others have realized that d orbitals, 
though they may not overlap substantially, are very critical for reproducing quanti- 
tatively bond energies 71) 

(f) If the d orbitals of Fe were strongly overlap-active, the hydrogens of the 
cyclopentadienyl rings of ferrocene would bend away from the iron metal. That the 
opposite happens is testimony of the fact that the strongest overlap interaction is due 
to the metal 4s vacant AO which can interact with the totally symmetric sigma MO of 
the cyclopentadienyl rings that span the ring hydrogens. We suggest that this type of 
bending is diagnostic of primary overlap involvement of a totally symmetric AO of the 
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central a tom because the additional p- or d-type AO's  cannot overlap strongly with 
the appropriate ring MO's  to define D E T  bonds, in the language of  MOVB theory. 
Many such cases of  counter-intuitive bending are known in organometallic 
chemistry 72.73) 

The fact that Overlap Dispersion is a hard concept to grasp because of  the 
overexposure of  chemists to theoretical models of  the E H M O  variety is made 
obvious by the fact that, faced with logical dilemmas posed by the experimental data, 
chemists often retrench to familiar theoretical concepts o f  overlap binding. An 
example will serve to illustrate this point. There are at least three types of  com- 
pounds for which the strength of  the bond connecting the metal with the organo- 
metallic fragment is clearly related to the ground dns 2 ~ excited d n÷2 promotional 
energy, if one recognizes that past a certain point along the series one creates 
(three- or  four-electron) antibonds rather than electron pair bonds. Such a correla- 
tion holds for:  

(a) The M - - C O  bond strengths of  M(CO) . 
(b) The M - - C p  bond strengths of  MCpz (Table 4). 
(c) The CO IR frequencies of  M(CO) 747. 

Table 4. Average M-Cp Bond Dissociation Energies and 
Metal Promotional Energies to the d n Valence State.* 

M 13 (M-Cp) Ground -o d * 
(k J/mole) Promotion 

(cm -1) 

V 420.0 20.202 
Cr 340.3 35.398 
Mn a 265.6 44.978 
Fe 351.7 32.873 
Co b 323.5 27.497 
Ni a 300.9 14.728 

* Pilcher G, Skinner HA (1982) Thermochemistry oforgano- 
metallic compounds. In: Hartley FR, Patai S (eds) The 
chemistry of the metal-carbon bond. Wiley, New York. The 
d n state is the one corresponding to the metal configuration 
principally responsible for bonding, i.e. the parent configura- 
tion of the principal bond diagram. 
a Two metal-ligand 3-e antibonds; b One metal-ligand 3-e 
antibond 

What do these correlations try to tell you?  That  one has to take the electron pair 
(or the odd electron) off  the ns metal AO, which can overlap with a totally 
symmetric doubly occupied ligand MO thus producing a four- (three-) electron 
antibond, and "hide" it in an (n - -  I) d metal AO which is contracted (relative to 
the ns) and, thus, cannot form an ant ibond with the ligand fragment. But if this 

• is so, one cannot turn around and claim that d orbitals act like ordinary carbon s and 
p AO's  generating bonds through overlap. It is exactly because they do not  overlap 
substantially that they become the repository of  the original ns electron pair at the 
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expense of promotion energy. The correlations I mentioned are testimonies of overlap 
dispersion and not overlap bonding as workers who have been well aware of  these 
trends have advocated. Going one step further: The bond strengths referred to above 
correlate with the promotional energy for dns 2 ~ d n+2 conversion and they both 
correlate with the heat of formation of metal gaseous atoms when the metal belongs 
to the first transition series. But the heat of formation of gaseous metal atoms 
reflects bonding within the metal crystal and metal--metal  bonds in the crystalline 
state have long been regarded as due to non-overlap factors and, in particular, to 
cohesive forces of the dispersion type. Hence, we are pleased to see that metals 
bind each other in the solid by dispersion and they bind organic molecules by 
molecules by modified dispersion, namely Overlap Dispersion. 

7.4 The Isosynaptic Principle. A Dictionary for Inorganic Stereochemists 

We now focus our attention on organometallic chemistry and ask the question: 
Are there common denominators in main group chemistry of  the "heavy" elements 
(green or red atoms) and in organometallic chemistry, i.e. the chemistry of molecules 
containing red atoms ? In establishing useful analogies one must determine the number 
and types of  active orbitals as well as the number of active electrons of a given 
fragment, i.e. one must identify the active electrons and active holes. The first step is 
to define a useful first order approximation, which ~ve shall term the First Order 
Bonding (FOB) approximation, according to which the black or green or red atom of 
the highest row is a representative not only of itself but also of the other atoms of 
the same column which have the same color. That is to say, C (black) is re- 
presentative only of itself and so is Si (green). Ge* (red) is representative of Ge, 
Sn and Pb (all red), Co* (red) is representative of Co, Rh, Ir (all red), and Li* (red) is 
representative of  Li, Na, K, Rb, Cs, Fr (all red). This approximation will allow us to 
present the fundamental concepts in a simple way in a first stage and then include the 
refinements (second order differentiations of bonding properties) in a later stage. 
The second step is to recognize that in the first transition row, from Sc to Zn, 
the ( n - - 1 )  d AO's are very much contracted relative to ns AO (n = 4). 
The same is true of the second and third transition rows although, ultimately, 
in the third row the magnitude of the effect is significantly reduced and this 
becomes a cause for a second-order distinction between atoms of the same 
color (vide infra). Finally, we recall that a red metallic atom within an organo- 
metallic complex is expected to have the same binding properties as an appropriate 
main group metallic atom of the same color, i.e. they will both tend to bind 
via Overlap Dispersion. Thus, the MOVB dictionary of analogies will be fundamentally 
different from those previously suggested by a number of  workers, since in their 
contributions an effort was made to define inorganic (red) - -  organic (black) ana- 
logies 75), something in direct contradiction with the essence of our arguments, i.e. 
that Overlap Dispersion is different from Overlap binding. 

We now focus attention on metal carbonyl compounds and we construct the 
principal bond diagrams of M(CO) n fragments with the hope that we could equate 
M(CO), to main group green or red atoms by identifying the number of electrons 
and the types of metal orbitals of M(CO). which are free to participate in the 
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bonding of some other atom or fragment Z. Always, in accordance with fundamentals 
discussed before, we require that the principal bond diagrams be constructed subject 
to the following restrictions: 

(a) Each CO is binding to' the metal center primarily by using the non-bonding 
sp-like AO of carbon which contains two electrons and the low lying ~* antibonding 
MO's. 

(b) The metal is excited by relocating the electrons normally occupying the totally 
symmetric ns AO in the ground state to the (n --  1) d AO's so that metal-ligand over- 
lap repulsion (otherwise caused by the overlap of the metal ns and the ligand totally 
symmetric MO) is avoided. 

(c) To the extent possible, d electron pairs on the metal should be alotted to d 
orbitals which have minimal overlap with the occupied (CO), orbitals. This is the 
requirement for protection against metal-ligand overlap repulsion. The same require- 
ment guarantees that odd electrons or electron pairs that must unavoidably be placed 
in d orbitals which overlap strongly with the occupied (CO). orbitals will acquire 
significant s or p character via effective hybridization. Hence, orbitals and electrons 
of the former type will not contribute to binding Z while orbitals and electrons of the 
latter type will be principally utilized in making M(CO),--Z bonds because the s and 
p AO's have greater radial extension than the contracted d AP's of the metal. 
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Fig. 29. Principal bond diagram of Fe(CO3). Arrows indicate orbitals and electrons available for bind- 
ing with some fragment Z 
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The principal bond diagram of Fe(CO) 3 in which all important sigma-occupied 
and pi-unoccupied MO's of the carbonyl are allowed to take part in the bonding 
looks like the one shown in Fig. 29, with the arrows indicating the orbitals and 
electrons available for bonding some other fragment, Z. On the basis of  Fig. 29, 
we now conclude that there are three Fe AO's and two electrons available for 
binding and that Fe(CO) 3 is isosynaptic to ground Si or Ge* in which the ns AO with 
its two electrons have been artificially deleted. This has occurred because the 
Fe 3dz2 AO, which has the same symmetry as the Si 3s AO, and its two 
electrons has been tied up by a ligand hole of appropriate symmetry. So, Fe(CO)3 is 
very much like Si or Ge* with a stereochemically inactive ns electron pair. Hence, 
we obtain the following relationship: 

Fe(CO)3 0--* Si, Ge*. 

It should be noted that the principal bond diagram features a 3dz2 pair and a 4s 
hole with the latter coupled to the ligand fragment a~ pair. In this way, we bypass 
metaMigand overlap repulsion but we create severe d-interelectronic repulsion in the 
configuration "projected" by the principal bond diagram in which the metal has 
sod s occupancy. However, delocalization of the d-electrons of the metal into the 
vacant ligand MO's and concomitant donation from the doubly occupied a 1 to the 
4s hole provides a mechanism by which this unfavorable situation is partly remedied. 
This mechanism is Overlap Dispersion. 

Consider now the isoelectronic principle as understood by most people: One 
says that, e.g. C and Si are valence-isoelectronic and expects that C2H 2 and Si2H 2 
have similar structures, but they do not! Then, consider the "frontier isolobal" 
analogies developed by a number of workers over the years. One says now that, e.g. 
HC and Ir(CO)3 are not, of course, isoelectronic but "frontier isolobal" 76). How- 
ever, (HC)4 and [Ir(CO)3] 4 are structurally very different; the former organic 
species definitely prefers a D4h over a T a structure while the latter inorganic 
molecule has the opposite preference 77). Now, the reader might recognize that in 
defining "frontier isolabal" analogies using MO theory we are in constant danger 
of making an error if we cannot properly count all active electrons and holes of 
the two fragments. Thus, one may argue that Ir(CO) a is not isolobal to H- -C ,  
as proposed by Hoffmann, but to N. This again would not work because N 4 is 
unstable relative to 2 N z while [Ir(CO)3]4 is a stable tetrahedral cluster. It is then 
clear that the contribution of this paper is to point out that isoelectronic or 
frontier isolobal analogies exist only between species of the same metallic character, 
i.e. species which have the same color, and that this can only be sensed by a theory 
of bonding which explicity projects the competition between fragment excitation and 
inter-fragmental bond-making and the dependence of electron delocalization on color 
itself. MOVB theory is such a theory and the MOVB bond diagram its simple 
coveyor. Clarly, what the practicing chemist needs are analogies which incorporate 
color. We suggest that such relationships be called isosynaptic and[ogies, i.e. analo- 
gies which identify two species A and B which upon combination with some 
atom or fragment Z will form molecules AZ and BZ in which A and B and bound 
to Z in a reasonably similar fashion. A dictionary of iso-synaptic relationships 
can then only be created if one realizes that black atoms are different from green 
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and red atoms and that additional effects create shades of green and red. Pursuing 
the example of  Ir(CO)3, we say that it is isosynaptic neither to HC nor to N but 
to P or As*, always according to the FOB approximation. By working in the manner 
illustrated above for Fe(CO)3, we have constructed a table of isosynaptic relationships 
which we now submit for scrutiny, testing, and further development (Table 5). The 

Table 5. The Isosynaptic Analogies. A First-Order MOVB Dictionary 

d 7 d 8 d 9 d 'o 
M [CO]. 

Mn, Tc, Re Fe,Ru.Os Co, Rh.Ir Ni ,Pd,Pt 

Li +" Li" Be" M(CO} - -  g g g 

Li* Be" AI* SiGe" 
M (CO} 2 g or 2pO 3pO g or ZD 1D 

AI" Si Ge*. P*Sb* S*Po 
M(CO)3 g g g or 200 g or 1D 

P*Sb* S°Po Cl* Ar*  
M(CO)~ zo o g 9 g 

* The assumed M(CO), fragment geometries are C~, C2v, C3,, and C2v for n = I, 2, 3, and 4, respec- 
tively. The symbol g indicates the atomic ground state and other symbols denote alternate valence 
states. 

reader is cautioned that AZ and BZ may have the s a m e  shape even if A and B are 
n o t  isosynaptic. The difference between A and B can then be perceived only by 
examination of the electronic wavefunction of the global minimum. For example, 
CI-I4 and Get-b, are both tetrahedral while C and Ge are not isosynaptic. We now 
exemplify the connection between main group and inorganic chemistry by reference 
to a few experimental and theoretical results taken from the literature. 

(a) In Scheme 4, we start with linear acetylene (organic). Replacement of each 
C ~y Si leads to the "butterfly" structure. To see why this happens consider the 
bond diagrammatic representations of linear and butterfly C2H 2 are shown in Fig. 30. 
As in H20, the linear form has strong bonds by keeping the C 2 fragment excited 
while the opposite is true of the butterfly form. However, in stark contrast to HzO, 
the linear form is now preferred because the In u - -  lcru gap of C 2 is relatively 
small. Replacement of C (black atom) by green or red atoms will tend to change 
the geometry from linear to butterfly. This is indeed what happens when C is 
replaced by Si 78) according to computations. Next, we can replace H (black) by 
weaker overlap binders (green or red) in Si2H 2 and assume that the original shape of 
Si2H 2 wilt be retained: For similar reasons, we can replace Si by green or red atoms 
and expect to get a derivative of the original geometrical structure. Finally, we can 
take these new derivative molecules and replace main group green or red atoms by 
their M(CO)n analogues according to Table 5. The resulting inorganic complexes 
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(a) Orpen AG, Rivera AV, Bryan EG, Pippard D, Sheldrick GM, Rouse KD: J. Chem. Soc. 
Chem. Commun. 1978:723 

(b) Lang H, Zsoluai L, Huttuer G (1983) Angew. Chem., Int. Ed. Engl. 22:976 
(c) Fischer K, Mfiller M, Vahrenkamp H (1984) Angew. Chem., Int. Ed. Engl. 23 : 140 
(d) Marko L, Marko-Monostory B (1981) in: von Gustorf EAK, Grevels F-W, Fischler I (eds) 

The organic chemistry of iron, Academic, New York, vol 2 
(e) The Fischer et al. compound cab be alternatively viewed as a derivative of the "precursor" 

of the Orpen et al compound (Si2SH2) in which the two hydrogens were replaced by the uni- 
valent Li" and LP', where-L is a two-electron donor ligand simulating the effect of one sulfur 
lone pair. This "precursor" along with the isosynaptic relationships for LP" and Li" yields 
also the Fischer et al. compound. 

have all been prepared in the labora tory  and all have the same shape as their 
main group parents!  

(b) In Table 6, we list the geometries of  Ge ,  clusters determined computat ional ly  
by Pacchioni  and Koutecky 7m. It can be seen that  the (Os(CO)3) . analogues 
(Ge 0--, Os(CO)3 ) have the same gross structures! 

(c) C is tetravalent  in linear C2H 2 but  Si is divalent  in butterfly Si2H 2 and in its 
derivative SSi2H2, which is then a Lewis Acid-Lewis Base. Hence, (Os(CO)¢) 
(Os(CO)3)2H 2 must  have properties of  both  a Lewis acid and a Lewis base as it 

/\ . /co 
(CO]sFe-CO-Fe{CO) s M CO--~M \co/ F.,co  so.. \co/ M = Si,Ge* 
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Fig. 30. Bond diagrammatic descriptions of linear and "butterfly" CzH 2 

has been recently demonstrated s°L This same fact is responsible for the catalytic 
activity 81) 

(d) Consider the case shown below, where we use line drawings devoid of any true 
"electronic" meaning. 

Taking M = Ge for illustrative purposes, we discover through construction of the 
appropriate bond diagram that the molecule Ge2(CO)3 can be nothing other than a 
propellane in which each Ge is in each ground state and at least one CO is 
coordinated, i.e. the proper electronic structure is: 

O 
II 

: G e - - C  Ge: 
} 

III 
0 

(D3h) 
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Table 6. 

Os(CO) 3 o ~ Si,Ge* ~ [[ ~ C 

] Oe n a CI 3 b n = Os(CO)3 n 

/-. Rhombus Rhombus 

5 Tetragonal Trigona[ 
Pyramid Bipyramid 

Monocapped iVlonocapped Distorted 
6 Trigonal Trigonat 

Bipyramid Bipyramid Octahedron 

Monocapped Pentagonal 
7 Octohedron Bipyramid 

The Geometries of Clusters 
* Best singlet geometries; a Pacchioni G, Koutecky J (1984) 
Ber. Bunsen Ges. Phys. Chem. 88 : 242; b Slanina Z, Zahrad- 
nik R (1977) J. Phys. Chem. 81 : 2252 

There is no Ge- -Ge  Bond, exactly like there is no Fe - -Fe  bond in Fez(CO) 9, 
according to calculations sz). 

This example has a broader significance for it teaches us why some propellanes 
are global minima and others highly strained secondary minima (which nonetheless 
can be isolated)s3~. To understand this, compare  the bond diagrams of  C2(CH2)3 
and Ge2(CO)3 (Fig. 31) C2 is isoelectric to G e / a n d  CH2 and CO are isolobal: 

2p AO 

Ground 

First some technical details: I f  we symbolize each propeUane by ML3M 
(M = C, Ge and L = CH 2, CO), the basis AO ' s  are the valence AO's  of  each M 
and the n and 2p AO's of  each L with a total o f  14 electrons. The bond diagram 
for Cz(CHz) 3 and drawings of  the orbitals can be found in our previous published 
work. In Fig. 31, we indicate the type of  each set o f  ligand MO's  (n-type and 
2p-type) assuming for simplicity, zero L - - L  nonbonded overlap. 

Second, the fu~adamental differences: 
1. In C2(CH2) 3, C 2 acts primarily as a septet with one weak C - - C  bond (a' I 

doubly occupied orbital). By contrast, in Ge2(CO)3, Ge2 acts mainly as a quintet 
with no net Ge - -Ge  bond. C 2 makes six "covalent" bonds to (C.I-I2) 3. Ge 2 
extends only four "covalent" bonds to (CO)3. 
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Fig. 31. Principal bond diagrams of an organic and an inorganic propellane 

2. In C2(CH2)3, there are three "covalent" T-type bonds (a~, e'). In Ge2(CO)3, 
there are only two T-type (e') bonds. A T-type bond is on involving ligand MO's which 
are di?ected to the midpoint of the M - - M  line and, by its nature, tends to "clamp" 
M and M together. As a result, the MLM angle increases in going from C2(CH3) 3 to 
Ge2(CO)3. The reason is the fact that, in the former, the a~ "covalent" bond 
"clamps" strongly the two carbons because the lowest energy a~ C2 MO is essentially 
2s 1 + 2s 2. In the latter case, the corresponding Ge 2 MO accommodates an electron 
pair and is not involved in core-ligand binding. It is replaced by an essentially 
2pl + 2P2 MO which is involved only in coordinate bonding and which has less 
"clamping ability". The double occupancy of the bonding crg MO and its anti- 
bonding partner, the cr u MO, of Ge 2, is ultimately responsible for the long Ge- -Ge  
distance and large GeCGe angle. 

3. Each of C2(CH2) 3 and Ge2(CO)3 has six core-ligand bonds. However, the former 
has six "covalent" while the latter four "covalent" plus two "coordinate" bonds. 

Now, we can understand the fundamental differences between "organic" and 
"inorganic" chemistry. If one binds 2 C's and 3 CH2's, or, equivalently, 5 C's and 
6 H's, the global minimum is the unstrained isomer shown below produced by spin 
pairing. 

c:c C , 
H 

114 



Chemical Bonding Across the Periodic Table 

By contrast, one can use two ground state Ge and three :CO of which only two are 
excited to build a propellane-type structure in which one :CO is coordinated to 
Ge 2. We understand that bridging can be a mechanism by which bridgehead atoms 
(Ge in our example) are kept deexcited! It will be encountered whenever the bridge- 
head atoms are weak overlap binders. Furthermore, we point out that the 
terms "covalent bond" (i.e. bond due to spin-pairing) and "coordinate bond" 
have been used in the case of the organometallic species out of sheer chemical 
expedience. The correct term for describing the bonding of the Germanium propellane 
is Overlap Dispersion "parented" by a configuration in which "covalent and 
coordinate bonds" link the two fragments. 

We now connect this discussion to experimental reality. We just predicted that 
triply bridged M (CO)3 M, where M is green Si or red Ge, Sn or Pb may be an 
isolable species. When M = Si and when two carbonyls are replaced by different 
Si and RP green fragments, we expect to get the propellane-like Si3(PR ) (CO). 
Replacement of all three silica by the isosynaptic analogue Fe(CO) 3 would then 
produce the propellane-like Fe(CO)a[Fe(CO)3(CO)(PR)]Fe(CO)3. Knoll et al. were 
able to prepare such a molecule and determine its structure 84). 

7.5 Organic Transition States 

In a typical bimolecular pericyclic reaction, such as cycloaddition of two olefins, 
reactant bonds stretch, product bonds are partially formed, and overlap inter- 
action is weakened at the transition state. Hence, each reactive carbon atomic center 
effectively changes color form black to green. Our intent now is to exemplify the key 
role of Overlap Dispersion in pericyclic transition states using the language of VB 
rather than MOVB theory. To this extent, we show in Table 7 the semi- 
empirical qualitative VB wavefunctlons of a Hfickel "("forbidden") and a M6bius 
("allowed") four orbital-four electron system. Recognizing that the interaction of the 
Kekule structures with the "diagonal charge transfer" structures represents a form of 
correlated double electron transfer called Relay Electron Transfer (RET) while the 
"charge alternant" structures define CET (Overlap Dispersion), we see immediately 
that these latter two types of structures contribute only to the M6bius species. 
Hence, the rule: The superiority of  an "allowed" over a "forbidden" complex is due 
to the fact that RET and CET (Overlap Dispersion) occur more efficiently in the 
former. Now, because the double electron transfer resulting in charge alternation 
correlates electronic motion better than that resulting in diagonal charge transfer, we 
can focus our attention on the former. The question now becomes: What happens 
when Overlap Dispersion is obstructed at the transition state of an "allowed" 
reaction ? We can see the following trends: 

(a) Because carbon is a black atom of low polarizability, i.e. because it cannot 
efficiently support CET, the energetic advantage of a concerted "allowed" over 
a stepwise diradical mechanism will be small in pericyclic reactions contrary to 
what is implied by Hfickel MO theory. This is why it has been repeatedly 
demonstrated that stepwise can be competitive with one-step "allowed" reactive 
channels 85) 
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Chemical Bonding Across the Periodic Table 

(b) Ground state reactants have optimal covalent bonds. On the way to transition 
state for concerted bond exchange, old bonds are broken and new bonds are made 
in a synchronous fashion. This process can only be achieved by net reduction of 
overlap of the AO's of the active centers because interbond overlap repulsion dominates 
the resonance interaction. The only way to compensate for the net loss of overlap 
bonding is to fall back on some other mechanism of bonding with is overlap 
independent. This mechanism of bonding is dispersion. At the level of VB theory, 
it is brought about by the interaction of covalent with the doubly ionic VB structures 
in which there is charge alternation. If, for whatever reason, these charge-alternant 
structure are blocked from participation, there is no longer any reason to expect 
concerted bond exchange and we focus our attention entirely on stepwise mechanisms 
via diradical or dipolar intermediates which are principally described by covalent and 
singly ionic VB structures, respectively. Having realized that the most efficient 
mixing of covalent and charge-alternant structures occurs at pericyclic "allowed" 
transition states, one can fully expect that reactions in which geometric constraints 
preclude pericyclic overlap will occur by stepwise mechanism. Thus, for example, 
the reason that calculations have found the Woodward-Hoffmann 2s + 2a cyclo- 
addition transition state to lie above the transition state leading to a transoid 
diradical s6~ is not a consequence of "steric effects" as commonly thought but the 
result of the fact that there can be no pericyclic overlap in such a complex since 
the pi bond of  one reaction partner must  be broken by virtue of rotation at some 
intermediate stage of the reaction. 

(c) Unsymmetrical substitution of a reaction partner in an "allowed" peri- 
cyclic reaction should be more effective than symmetrical substitution in accelerating 
the reaction because it effectively causes lowering of the energy of the charge- 
alternant structure which plays the key role in stabilizing the "allowed" transition 
state complex. It has been long known that an unsymmetrical 1,1-disubstituted 
alkene, which is an inferior acceptor compared to the symmetrical 1,2-disubstituted 
isomer, reacts faster with a donor diene sT). Recent results obtained by Professor 
Sauer's group in Regensburg are also consistent with these arguments as) 

7.6 Bond Cooperativity 

The implication of the MOVB analysis presented in Sect. 7 is that there exist two 
different worlds of bonding. 

(a) The world of strongly bound systems in which the principal configuration is 
the perfect pairing configuration and this contains most of the information about 
the electronic structure of the system. The SET delocalization mechanism is 
superior to the CET delocalization mechanism but it makes a relatively small contri- 
bution to the total wavefunction. This is why stereoselection credited to better SET 
delocalization in one of two isomers under comparison (e.g. trans versus gauche 
1,2-difluoroethane) is weak (e.g. the conformational preference for gauche over trans 
1,2-difluoroethane is of the order of 1 kcal/mol) sg). Systems of this type are made 
up of sigma bonded black atoms. 

(b) The world of moderately bound systems in which the principal configuration 
may be a perfect pairing or a dosed shell configuration which by itself accounts 
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J l -  . . . . .  - I -  

-H- . . . . . .  

. . . . . .  H"  

. . . . .  -I+ -H- . . . . .  

"H" . . . . .  [oobb + . . . .  + 

I + +  . . . .  I aobb -~ -  . . . .  7 L a a b b  

+ . . . .  + 

. . . . .  +t- t-t- . . . . .  & 

+ . . . .  + [~obb . . . . .  jd. 
. . . . .  ~ + .. . .  + 
Cs ~ c c  o a ~ '  ~3 

- -  " " "  H "  

-H" . . . . .  

1 2 

Wheel concept of fY~t/"~ 
cooperative bonding 6 ~ 3  

~p =Parent configuration 
i = Daughter configuration 

Fig. 32. The Wheel concept of cooperative bonding : All configurations interact with each other through 
qbp and through each other. For example, configurations 1 and 6 interact through p, through 2 and p, 
through 2, 3, and p .... , through 2, 3, 4, and 5. This means that every bond cooperates at least in part 
with each other one 

for only a small fraction of  the total  binding energy. In such systems CET 
becomes superior  to SET and the bonding can be described only in terms of  
'configuration interaction of  a special type:  Start ing from a parent  principal  
configuration,  electrons move two at  a t ime in a correlated sense in order  to 
produce what  we call Overlap Dispersion bonding. The hal lmark of  Overlap 
Dispersion is bond cooperat ivi ty to the extent that  every single D E T  or  coordinate  
bond assists every other such bond via CET detocalization. This si tuat ion is 
i l lustrated in Fig. 32. A corollary is that  the way an a tom exists in a molecule of  this 
type depends on the total number  o f  bonds  (and the total  number  of  electrons) within 
the parent  configuration of the molecule, e.g. Ni  in NiCO is going to be different 
from Ni in Ni(CO),L 90). We will now try to demonst ra te  that  bond  cooperat ivi ty  
exists in the ground states o f  molecules which are made up o f  green and/or  
red atoms. We will load the case a g a i n s t  bond cooperat ivi ty  and we will find that  the 
thermochemical  evidence is consistent with its presence in molecules o f  the type de- 
fined above. 
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We begin by considering the three reactions shown below where repetition (I0 and 
11 are the same) was deemed desirable so that the reader clearly sees the analogy 
with the case to follow. 

C H z = C H  2 + H" ~ C H 2 - C H  2 
/ 

H 

AE 1 = - 3 9  kcat/mole (10) 

C H 2 = C H  2 + H. ~ C H 2 - C H  2 

H 

CH2-(~H 2 + U ' - 0  C H 2 - C H  2 

H H H 

AE 2 ( =  AE1) = --39 kcat/mole 

(11) 

AE a = - 9 8  kcal/mole (12) 

Reaction (12) is known to be more exothermic than (10). The reason is that 
addition of the first H (in 10) necessitates promotion of one electron from r~ to 
~z* in C H 2 = C H  v We call this'spatial excitation and we recognize that this has a 
mono- as well as a bi-electronic component. Addition of a second H (in 12) 
[after H has already been inserted (in 11) and has caused spatial excitation of 
CH2=CH2]  is more exothermic than simply addition of H to C H 2 = C H  2 (in 10) 
because spatial excitation of a reactant is no longer required. The difference between 
AE 1 and •E 3 is nothing else but the thermodynamically defined strength of the pi 
bond of ethylene and all this basic VB argumentation is probably already familiar 
to the reader. 

Since we have argued that bonding in moderately bound molecules is cooperative, 
we could explain similar trends in such systems in a completely different fashion: 
A second bond will always be stronger than the first because of bond cooperativity, 
everything else being equal. That is to say, even if spatial excitation were to remain 
constant, reaction (12) would be more exothermic than reaction (10) because the first 
formed bond assists the formation of the next one. Now, the spatial excitation 
factor is an indisputable reality and what we have to show is that bond cooperativity 
does exist. We can demonstrate the existence of such a phenomenon if we could 
produce a set of data which show that, while reaction (10) requires less spatial 
excitation than reaction (12), the latter is nonetheless equally or more exothermic than 
the former because it profits from bond cooperativity. 

Aq-  X ~ A X  (13) 

A + Y ~ YA (14) 

YA + X ~ YAX (15) 

In other words, we expect that, although A needs much less spatial excitation 
than YA, nonetheless (15) is more exothermic than (13) because, in (15), Y cooperates 
with X. The condition for  such observation is that A is a green or red atom. 

We now descirbe one such example. Specifically, attachment of H 2 to ground 
Si atom (to produce C2v SiHz) can be achieved with zero monoelectronic excitation 
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to a first approximation. All we have to do is couple ground state triplet Si to 
triplet H 2 and generate the parent configuration of the bond diagram 19. Con- 
figuration interaction (described by ®, etc.) takes care of the rest. To the extent 

-Jr--. - I-- ,~ 
3p + . ? . .  + _ . .  3p - + - . ' .  

- -  " +  
- .%_ 

3s 

. . . -+-  
I 

/ 

q-t- 3s -I--  / 
Si O H2 Si O' H~ 

that ® is the principal bond diagram, no spatial excitation of Si is needed for 
effecting the binding. However, addit ion of H2 to Sill2 (to produce Td Sill4) now 
requires promotion of one electron from 3s to 3p in Si as a comparison of 19 and 19' 
reveals. Hence, addition of H 2 to Si should be much more exothermic than addition 
of H z to Si l l  2. Nonetheless, the experimental results given in Table 8 clearly 
show that this is not the case. Thus, some other factor X has neutralized the 
spatial excitation factor. We suggest that factor X is bond cooperativity: The two 
Sil l  bonds in Sil l  2 assist the formation of two new Sill  bonds in Sil l  4 and this 
counterbalances the spatial excitation requirement. 

In Table 8 we show fur ther  experimental and computat ional  results which 
constitute evidence for cooperativity. In all cases, at tachment of Y on A necessitates 
that A in YA must become spatially excited to accept X. As a result, one 
would expect on the basis of standard VB reasoning that A + X will be more 

Table 8. 

Reaction AH r (kcal/mole) 

Si + H 2 --, Sill 2 --50.0 
(a) 

Sill 2 + H 2 ---, Sill 4 --49.8 
Si + F 2 --* SiF 2 --248.5 

(b) 
SiF 2 + F 2 -~ SiF~ --245.5 
PtPH 3 + CO ~ PtPH3CO +63.0 

(c) 
PtPH3HCH 3 + CO ~ PtPH3HCH3CO +54.5 
PtPH 3 + CH 4 ~ PtPH3HCH 3 --18.0 

(d) 
PtPH3CO + CH 4 --~ PtPH3COHCH 3 --26.4 
PtPH 3 + H z ~ PtPH3HH +2.4 

(e) 
PtPH3CO + H 2 --* PtPH3COHH --3.7 

* Entries (a) and (b) taken from: Walsh R (1981) Acc. Chem. Res. 14: 246; Entries (c) to (e) are com- 
putational data taken from: Koga N, Morokuma K (1986) J. Am. Chem. Soc. 108:6136 
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exothermic than YA + X. The fact that the exothermicities are either roughly 
equal or the second greater than the first within each pair despite the greater 
excitation requirement of the second reaction is strong indication of bond cooperativ- 
ity in all these systems. In all cases, the "central atom" is green (Si) or red (Pt). Note 
also that bond cooperativity works against any nonbonded repulsion effects which 
will be more accentuated in the more ligated species, e.g. nonbonded repulsion would 
tend to make the exothermicity of adding H 2 to Si larger than the exothermicity 
of adding H 2 to Sill 2. 

Carter and Goddard found that adding triplet CH 2 to 4Ru + is less exothermic 
than addition of the same fragment to aRuH+(C1 - )  by 17.5 kcal/mo191). We can 
simplify things be neglecting C1- in the following discussion. Since no nonelectronic 
orbital excitation of Ru + is required for coupling it to one, two, or three monovalent 
ligands, one possible explanation of these results is that attachment of H on-4Ru + to 
generate 3Ru + - H  has excited Ru + and this excitation can now be profitably'used to 
bind CH 2. As a result, excited Ru + in 3Ru + - H  binds more strongly than unexcited 
Ru + the CH 2 unit. Let us see how this argument comes about. 

4Ru + has three spins pointing in the same direction while in 3Ru--H one of 
the three spins must (in part) become opposite to the other two in the process of 
Ru + - H  bond formation. 

1Ru+ 1 but IRu+ H = =- lRu  H 

This process is termed exchange correlation loss and it amounts to bielectronic 
excitation of Ru + by H. This argument has been produced by exclusive consideration 
of bonding within the perfect-pairing configuration. The alternative, of course, is 
that the greater exothermicity of the RuHC1 plus CH 2 reaction is due to bond 
cooperativity, a phenomenon which is the result of configuration interaction. We now 
argue that loss of  exchange correlation is necessary for generating strong configuration 
interaction which, in turn, produces overlap dispersion and bond cooperativity. 

The loss of exchange correlation in the process of molecule formation is always 
an investment which creates returns: Overlap Dispersion bonding in moderately 
bound systems. This can be easily seen by reference to the system M = CH 2, which 
can be built from triplet M [with orbitals d (b t) and s (al)] and triplet CH 2 
[with orbitals p (bl) and n (al)] in the following fashion. In the first stage, 
exchange correlation obtains in both 3M and 3CH2. Upon coupling the two fragments 
into an overall singlet so that two bonds are made, exchange correlation is partly 
lost because the wavefunction ~1, has two (out of four) primitive functions in which 
spins alternate. This is shown below where E.C. stands for "Exchange Correla- 
tion". 

~'1 =N {I.sdnpl - I~np l  - Isdn"pl + Isan61} 
l f f l 

No E.C. E.C. E.C. No E.C. 

However, • 1 can now interact with 0 3. 

~3 = [ddnnt 
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The interaction matrix element is: 

H13= N <ldanRt I#1 Isdfipl) - <ladfinl IH'I 
Yields Yields 
w~-z -w, 

Isdnpl> 

It is seen that the spin-uncorrelated function of q~l [gdfipl creates a large W 1 - -  Z 
term, i.e., loss of exchange correlation yielded a beneficial dispersion term (--Z)  
which adds algebraically to an overlap term W~. We must conclude that exchange 
correlation loss is actually the conveyor of a stabilizing mechanism. Overlap Disper- 
sion, the consequence of which is bond cooperativity. Hence, the only physically 
meaningful comparison is between spatial excitation and bond cooperativity when 
attempting to understand how the A - - X  bond dissociation energy depends on the 
"environment" of A, always remembering that bond cooperativity can be observed 
only in moderately bound systems. 

The difference between the Carter-Goddard explanation and our is a fundamental 
one. The enhancement of the exothermic binding of CH 2 to Ru + by attachment 
of H on the metal center is traced to the perfect pairing configuration, qbl, by 
these workers while it is attributed to configuration interaction in which electrons hop 
in pairs by us. But, this bond cooperativity should vanish in systems which are 
strongly bound and all the examples we cited as evidence of bond cooperativity were 
systems containing green and red atoms. On the other hand, the Carter-Goddard 
argument should remain unaltered because the perfect pairing configuration does not 
depend on atom color, only the configuration interaction does. To put it crudely, 
if all molecules "organic", "organometallic", "inorganic", etc., are bound in such a 
way so that in all cases the perfect pairing configuration by itself provides an apt 
description of bonding then we shoul,d not expect bond cooperativity at all. We now 
show that, in addition to the strong hints for the existence of such an effect by the 
data of Table 8. bond cooperativity disappears when the perfect pairing configuration 
does become an apt description of bonding in black, strongly bound systems. To 
understand this, first consider what happens as we go from Si to Sill a, and then 
to Sill,. Attachment of two H's  on Si to generate ground singlet Sill 2 does not 
necessitate orbital promotion of Si and it yields 154 kcal/mole. Attachment of 
two more H's on Sill 2 now requires 3s -* 3p Si promotion and, so, we expect the 
addition to yield less than 154 kcal/mole. In contrast, what is found is that the total 
energy released is 154 kcal/mole ! As we said before, we credit bond cooperativity for 
this extra bond strengthening. The situation remains essentially unaltered when we go 
from Si to SiF z and then to SiF, via sequential addition of two F's despite the 
fact that the singlet-triplet gap and. hence, the required orbital promotional energy, is 
much greater in SiF 2 than in Sill 2. The situation changes when we take a look at the 
carbon analogues. Thus, addition of two H's to C necessitates excitation of C to 
yield as a final product ground triplet CH 2 which can then add two more hydrogens 
without the requirement of orbital promotion. As a result, the addition of two hydrogens 
to C yields 181.4 kcal/mole which is much less than the 215.7 kcal/mole yielded by the 
addition of two hydrogens to CH 2. Accordingly, this case is not at all comparable 
to either of the sequential additions of H's  or F's  to Si. More importantly, addition 
of two F's to C to produce ground singlet CF 2 does not require orbital promotion of 
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C and it yields 252 kcal/mole. However, in contrast to the Si case, further addition 
of two F's to CF 2 requires promotion but the energy yield is now 218 kcal/mole, 
i.e. it is less than the amount of energy released by adding two F's to C. We 
must conclude that unlike the Si case, there is no bond cooperativity which can render 
the addition of two F's to CF z as exothermic or more exothermic than the 
addition of two F's to C. The reason for this difference is that carbon is black and Si 
green and the binding mechanisms are different. The difference of the binding 
mechanisms is lost if one considers only the perfect pairing configuration. This is 
strongly hinted by the computational results of Carter and Goddard. Specifically, 
the computed bond dissociation energy of 4Ru=CHz is 27.6kcal/mole at the 
GVB-Perfect Paring level only to become 68.0 kcal/mole at the GVB-CI level! That 
is to say, configuration intereaction is mostly responsible for the binding of the two 
pieces. 

7.7 Anti Overlap Dispersion 

Much like there exist situations in which the overlap (W) and dispersion (Z) terms 
contribute in phase (Overlap Dispersion), there also exist situations in which the 
two terms tend to cancel each other. We refer to this phenomenon as Anti Overlap 
Dispersion and the simplest example we can give is two-electron delocalization in the 
sigma space of Li2 due to the interaction of  the two configurations shown in Fig. 33 a. 
The symbolic notation is given in Fig. 33 b where one pair of arrows undoes what the 
other does in contrast to the case of Overlap Dispersion where one set of arrows 
reinforces what the second does. It follows then that the CI principally responsible 
for the binding of Li a is that depicted in Fig. 33c. Since the two electrons are 
coupled through overlap into a weak bond in both configurations and since the 
interaction of them causes pure dispersion, this binding mechanism is a form of 
Overlap Dispersion. Our interpretation of the electronic structure of Li 2 is then 
embodied in formula B shown below which has two Li cations bridged by a pair of 
electrons and which is completely different from the formula of H 2. 

Ho 

- 2  -2  
.1 -1 *1 #S~ ,1 

• H Li ~ Li Li ~ L i  

Li 0 ki 
A B -,1 ÷1 

-2 

Our conclusion that H 2 and Li 2 differ much like day differs from night insofar 
as bonding is concerned is consistent with the following facts: 

(a) Two Li 2 molecules can approach each other as indicated by formula C without 
barrier to form rhombic Li 4 which is more stable than the reactants by 15.4 kcal/mo192). 
By contrast rhombic H 4 lies 151 kcal/mol above 2 H 2 93) v 
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2pa 
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Z ]  m 
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Z I  
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2s 

Li 
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Li Li ~ Li ~ 

(b) 
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I 
I 
i 

' - I -  

I 
I 
I 

-I-- i 

t -  - J  tT T l  
2pa . . . .  

( c )  ~ 

2s 4- 4- 
Li Li 

m 

Li ~ Li ~ 

2p~ [ - -  Z ]  

2pv  . . . . . . . . . .  \ / 
\ / 

(d) \ / 

\ / 
/ x \  

2~ + "  "-t- 
Li Li 

tT 

m 

L i "  L i "  

Fig. 33a-d. (a) CI due to two-electron excitation (2s ~ 21xr/2s ~ 2po) within the sigma space of Li 2. 
(b) Pictorial depiction of the interaction matrix element of (a). (e) CI due to 2s ~ 21~/2s ---, 2p~ 
excitation (dispersion). (d) Bond diagrammatic representation of Li 2 

(b) Many  Li 2 molecules associate to form a solid while each H 2 repels a second H 2 
(bond overlap repulsion) and intermolecular association is precluded. 

(c) Li 2 has a stronger bond than Li 2 while H 2 has a weaker bond t h a n  H E 94a) 
All these and many more differences between Li 2 and H 2 are due to the fact that the 
binding of the former is essentially classical coulombic with "islands" of positive 
and negative charge density appearing because of the "gasification" or "inte~'stitiali- 
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H-H . . . .  H-H . . . . .  H-H . . . .  H - H  

H"-'H Homopolar Overlap Bond Causes 
Repulsion of H 2 Units (Peierls Distortion). 

Li 0 Li 

Li 

Li Li Li 

Li ILi Homopolar Ionic Bond 
Causes Aggregation of Li 2 Units. 

zation" of the electrons due to the CI mechanism described above. Space 
alimitations preclude a fuller discussion to which we shall return in a separate 
paper 9#~L 
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Part IV. Overlap Induction 

8 The Concept of Ionic Overlap Induction 

Consider the smallest (RLi), polymer 1 (Fig. 34) in which n = 2. If Li is thought of 
as an H analogue, i.e. if Li is thought of as having only a 2s AO and no 2p AO's 
and that this pseudo-Li binds by an overlap mechanism, then the stable geometry of 
(RLi) 2 should be two RLi molecules separated by infinite distance. The reason is that 
the two symmetry MO's of R 2 and the two symmetry MO's of  pseudo Li z match only 
in a linear but not a bridged geometry and if (RLi)z is conceived as the product 
of the union of triplet Li 2 and triplet R 2, then union should occur at infinite 
Li--Li  distance at which triplet pseudo Li z has its minimum. So, deletion of the 
2p AO's of Li and enforcement of overlap binding predicts that RLi should be a 
monomer much like RH. The next choice is to delete the 2p AO's of Li but 
replace overlap by ionic binding in which case we predict a cyclic structure, D, in 
which the charges 

÷Li Li* +I12 Li 

R: 

D 

R 

Li ÷ 112 

R: 

E 

alternate and this is consistent with the fact that (RLi)2 is computed to have a bridged 
geometry 95). Now, what we will argue is that the mechanism of binding of 
(RLi), clusters is neither overlap nor ionic but one that we will call Ionic 
Overlap Induction, an analogue of Overlap Dispersion. This bonding mechanism 
critically depends on the presence of the Li 2p AO's and it leads to a Lewis 
description of the bridged (RLi)2 species as indicated by formula E. In this molecule, 
the R 2 unit has accepted one electron from the Li 2 unit with the following results : 

(a) Li ;  is bound by induction as described before. This means that one electron 
"glues" electrostatically two Li cations. This electron is called an interstitial 
electron. 

(b) One R radical makes an overlap bond with the Li~- unit. The remaining R: 
anion is then attached electrostatically to RLi~. 

(c) The (RLi)2 dimer is really a composite of R~- radical anion and Li~" radical 
cation covalently bound. The important thing is that a covalent bond is formed 
which is directed from an atom (C of R')  to the midpoint of  the line connecting 
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MsXs(e.g. MosC~8*) MsX~2 {e.g N b8 C[122 +) 
12 13 

Fig. 34. Geometries of organometallic and inorganic complexes discussed in the text. White circles 
represent alkyl groups, black circles Lithium atoms, and black triangles carbon atoms in 1 to 8 
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two other much more electropositive atoms. We call such bonds &terstitial bonds and 
this mechanism of binding Ionic Overlap Induction. 

In Fig. 35a, we show the principal bond diagrams for (RLi)2 in a D2h (bridged) 
geometry, with HT = NS = Li 2 and GT = R2 according to the Echinos model (see 
section 6). The orbitals of the N subfragment of HT are labeled ql, those of  the 
S subfragment by kl, and the orbitals of GT by r r The fact that the HT and GT 
fragments cannot form two multicenter bonds because oa and k 2 have different 
symmetry from r2, immediately tells us that the bonding of (RLi)2 is not an 
"exercise in overlap". Note the following: 

(a) The (RLi)2 dimer is represented by two principal bond diagrams, O1 and 
®2, each one having one multicenter bond connecting HT = NS with GT. 

(b) In each of ®1 and ®2, one electron has been transferred from the host to the 
Recall now the fact that organic chemists represent a molecule either by drawing 
resonance structures or by drawing the corresponding resonance hybrid. 
For example: 

÷ -I. 
CH2=CH-CH z = _-- CH2_CH=CH 2 

el HT= Li 
GT= R~ 

(b3u)q 2 
(%)q~ "4--.  

" "  ,.,. -,H- r2(b2v) 
" -Ji--rl (ag } 

N GT S 

¢ 
~9 2 

,--t- 
/ 

/ 
/ 

-H- / "  
- I - '  

N GT S 

Q) 

b) 

O ~q2 
• Oq~ -Jr-. 

- -  k2(b3u) 

- - k l { O g )  

OR - -k2C~D 

/ /  
@ / 
0 / / 

. -I+%" 
X--~r  1 

@ 

Fig. 35 a and b. (a) Bond diagrammatic representation of rhombic R~Li 2 (1). ~) Shorthand resonance 
bond diagram 
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is equivalently represented by 

CH~-'CH~-Z-'CH 2 

In a completely analogous fashion, the reasonance bond diagram ®a (formerly called 
the "detailed bond diagram")13, z4~ shown in Fig. 35b is equivalent to the two 
individual bond diagrams of Fig. 35a plus the "extrinsic configurations" not 
contained in ®1 and 02 13.14.,96) 

(c) The resonance diagram, OR, of Fig. 35 b tells us that there is one HT electron 
which may occupy either ql of N or kl of S. This is the interstitial electron 
and the interfragmental multicenter bond linking N and S to GT is the inter- 
stitial bond. 

We now show that the type of bonding described by OR is Ionic Overlap 
Induction, the monoelectronic analogue of Overlap Dispersion. 

The principal contributor to ®1 is configuration ~ and the principal contributor 
to ®2 is configuration X shown below. 

-H- 

Jr -  

-H- 

x 

In order to simplify the problem, we consider the two odd electrons in the field 
of all the remaining nuclei and electrons (including the b 1 pair in r2). Omitting 
normalization, we obtain: 

= lrx~ll + Iqlhl 

X = [rll~ll + [klrl[ 

The interaction matrix element, H, is: 

H = W.+ Y (16) 

where W is a negative overlap term which represents overlap bonding due to Relay 
Electron Transfer (RET), a correlated electron transfer mechanism, and Y is a 
negative induction term representing the polarization of one Li atom by a second 
Li cation. 

W = <r 1 I kl> (qll I2I [rl> + (ql I r l )  (rll tzI Ikl) + (rlkl [ rlqx) 

Y = (q1[ Iq [kl) + (hrl [ klql) 
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We now write an arrow representation of this matrix element, much as we did for 
the case of Overlap Dispersion. Note how an electron from q~ ends up in k~ by 
two different mechanisms ("routes") which operate "in-phase". The dashed 
arrow path represents RET and the single-solid arrow path represents induction. 

- - k  2 
__ ~,4 -kl 

q~ + t ~  ql 
x ! 

x 
I 

~ r2 I 

,_+- 
f 1 

. . . .  RET 
- Induction 

In summary, we read the resonance bond diagram O R as implying that there is one 
electron permanently transferred from HT to GT so that it generates an electric 
field responsible for overlap induction which manifests itself by one inter- 
stitial electron and one interstitial bond. Induction-assisted RET bonding involving 
ql and k 1 is equivalent to DET bonding now involving an interstitial orbital, p, 
located at tile midpoint of the line connecting the two Li centers. 

8.1 The  Elec t ronic  S t ruc ture  of  (R L i ) ,  

The resonance bond diagram, ®R, of  D4h (RLi)4 (species 3 in Fig. 34) is shown in 
Fig. 36. We note the following: 

(a) HT = Li 4.and GT = R 4 with one electro[a transferred from HT to GT and 
now occupying the r 4 MO of R 4. 

(b) There are two interstitial electrons holding the four Li species (atoms and 
cations) together and two "full" interstitial % bonds and one "weak" interstitial a~ 
bond (participation of only radial, ql, MO's) fastening three R radicals on the Li 
network with a fourth R: anion being attached coulombically on the same Li network. 
The simplest Lewis structure corresponding to OR is: 

R , ~  Li ~ . R  

Lk~ ÷ ;Li 
p, ,-* 

R e ['i R:- 

We now open a parenthesis in order to point out that the orbitals of N, S, 
and GT are "first-principles orbitals" which can be written without recourse to 
calculations. So, here is a set of  clarifications: 

(a) There are four radial MO:s (ql through ~ )  spanning the four 2s AO's and four 
more radial MO's (qs through qs) spanning the four 2p AO's of the four Li atoms and 
these are drawn in Fig. 37a. 
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(RLi) 4 in D~h Geometry 
HT=NS*:LI Z 

GT=R Z 

- - k 4  O2g 

b2g q ~ -  

q3 -JF-\ eu 
q2 -Jr- \ 

\ X 
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- -  k 3 
l _ _ k 2  eu 
II 
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/ /  
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I I  
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\ \  \ \ \ , \  -H-r~//// big 
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\ \ - -~r  3 
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\ ._k_ rl 

N + GT- 

Gig 

S 

Fig. 36. Resonance bond diagram of  R4I.i 4 (3) 

X- o,oX- 

~- ~o~÷ 

~ +  ~ +  
eu 

~ +  ~ +  

~ +  o , , ~ +  
(c) (a) 

[ ] -  

[ ] -  

X -  
X+ 

[ ] +  
(b) 

Fig. 37a--c. (a) The radial 2s-type and 
2p-types MO's  of square Li 4 prior to 
interaction. (b) The resulting q~ MO's  
after mixing of the orbitals in (a) via 
overlap in square Li 4, (c) The result- 
ing qi MO's  after mixing of the orbi- 
tals in (a) via induction under the 
influence of  an electric field created 
by the expulsion of  one electron, i.e., 
we are now dealing with square Li~ 
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(b) On symmetry grounds alone q~ (i = 1-4) can only interact with q~+4. The type 
of mixing depends on the occupancy of the lowest four N MO's. 

(c) If each of qt through c h contains one electron, then the mixing of the upper 
with the lower set, i.e., the mixing of ql with qs, etc., will be determined by 
overlap. If the four Li's are brought close enough together so that there is appreciable 
overlap, one obtains the eight N MO's shown in Fig. 37b. Note the pattern of 
"outside" versus "inside" pointing of the resulting MO's. By contrast, if there are 
fewer th~in four electrons within ql through cL,, i.e. if Li 4 has lost one, two, or three 
electrons, and there is no appreciable Li--Li spatial overlap, one obtains the eight 
N MO's shown in Fig. 37c. The mixing of ql with qs, etc., is now due to induction. 
Note how, in contrast to the previous case, ql through q4 all point "inside". 

(d) In (RLi)4, the four Li stay sufficiently away from each other and one electron is 
transferred from Li4 to Re. Hence, the four lowest qi orbitals shown in OR of 
Fig. 36 are the ones displayed in Fig. 37c. 

(e) The four tangential MO's of the S fragment spanning the four 2p, AO's are 
shown in Fig. 38 a. 

(f) In the construction of the O R of (RLi) 4 shown in Fig. 36, we have used the 
schematic ql and k~ MO's which are shown in Fig. 38. 
The important thing to note is that noiae of these MO's of Fig. 38 encourages 
placement of the four R groups at the corners of an Li4 square because none of the 
q~'s is directed strongly outward (as is the case with the "overlap hybrids" of 
Fig. 36b) and, of course, because the tangential k i MO's dictate placement of R at 
the bridging sites. We believe that, once the art of drawing symmetry adapted 
MO's has been mastered, construction of cluster MO's is easy. What is more 
difficult is to expose how hybridization depends on electric charge and this can only 
be made transparent by a CI-type theory like MOVB theory. We end this digression 
by emphasizing that, of the q~ N MO's (i = 1 to n), "full interstitial MO's" are only 
those for which there is a corresponding k~ MO of the same symmetry in the S 
manifold. This last recognition will permit us to write bond diagrams using only 
the 2s Li AO's and immediately recognize the number of "fully" interstitial 
electrons. For example, we can rewrite OR of Fig. 36 by omitting the S MO manifold 
while recognizing that only Ch and q3 have corresponding ki MO's of the same 

eu 

b,0  %[] 

[°) (b) 

Fig. 38a and b. (a) Tangential, ki, MO's of the Surface 
fragment. (b) Radial inwards pointing, q~, MO's of 
the Needle fragment generated by induction 
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symmetry (k 2 and k3). Asterisks placed next to the appropriate MO's (q2 and q3 in our 
example) will be taken to indicate that these are "fully" interstitial MO's containing 
"fully" interstitial electrons. Henceforth, in enumerating interstitial bonds, we will 
count only the "fully" interstitial bonds whenever a distinction between weak and full 
interstitiality can be made and we will use the term interstitial in this sense. 

Ab initio calculations reveal that 3 is a bound tetramer of appreciable stability. 
However, the best geometry of (RLi)4 is not 3 but 4 (Fig. 34). Construction of the 
resonance bond diagram for the geometry in which an Li 4 tetrahedron is face- 
capped by an R 4 tetrahedron reveals three interstitial electrons and three interstitial 
bonds (Fig. 39), as compared to two interstitial electrons and bonds in the planar 
system in which square Li 4 is sidecapped by square R 4. Hence, the tetrahedral 
geometry should be favored, as it is found to be the case 9~) 

We end this section by making two important points which one should keep in 
mind while examining the bond diagrams of clusters of the type discussed in this 
paper. The first is that the overlap and the induction components of the bonding 
may come both in one "installment", e.g. as two additive terms (W and Y) within 
a single energy expression (Eq. 10), or in two "installments", e.g. as two additive 
terms appearing at different stages of  the construction of the final ground eigenstate. 
The former situation has been encountered in the case of (RLi) 2 and the latter one in 
the case of  (RLi)4 with the difference being due to the fact that Ionic Overlap 
Induction is due to the mixing of HT s and p c  with themselves and with GT AO's in 
(RLi)2 while it is brought about by the mixing of HT s, Pr, and Pt with themselves 
and with GT AO's in D~ (RLi) 4 and we arbitrarily defined pcr to be a tangential 
AO in (RLi)2 when we could as well have chosen per to be a radial AO. The 

(RLi}t, in T d geometry HT = NS ÷ = Li~ ÷ 

GT --R 2 

t 2 -~-- \  / \ / / ~  \ 

/ /  / 
\ \ \  / /  / "  

\ \ \  / /  / 
01 - -  \ \ \ / / /  / 

\ \ \  / / /  
\ \ k_ [_ / / /  

\"  h./ /  \@/ 
t 2 

-H- 
0.1 

N + G T -  S 

t2 

Fig. 39. Resonance bond diagram of R4Li 4 (4) 
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physical mechanism which corresponds to Ionic Overlap Induction in D 4 (RLi) 4 can 
be described as follows: 

1. l ransf6r of one electron from the Li 4 host to the R 4 guest fragment creates a 
charged circle, Li + . 

2. The electric field of the charged circle dictates that the lower "s-type" radial 
MO's mix with the upper "p-type" radial MO's in the N fragment so that each 
lower energy radial MO, q~ to c h, ends up pointing inside the circle. At this stage, 
we have bonding due to induction. 

3. The r i MO's of R~- can now overlap with the lower energy N radial MO's, qi, 
as well as with the S tangential MO's, k i, of Li~ in order to create interstitial bonding 
due to RET if all three MO's, qi, rl, and k i have the same symmetry. However, 
RET is now unassisted by induction (which has already set up RET by causing the 
lower qi's to point inside the circle) because the electric field of the Li 4 circle 
cannot induce the separate mixing of qi and k i, i.e., we have an analogous situation 
to that described by Eq. (1) only now Y is zero but this term has already appeared 
in the equation describing the stabilization of the host Li~" due to induction through 
the mixing of the "s-type" and "p-type" radial MO's. 

4. In summary, induction turns the low energy radial MO's of the N fragment 
inside. As a result, each R group can be' deposited on the bridging sites so that an r i 
MO of R 4" can now overlap with both a ql MO of N (due to induction) as well as a k i 
MO of S. 

A second important point that should be finally made is that the qi MO's of Fig. 37b 
and 37c have been drawn assuming overlap but no induction in the former and 
induction but no overlap in the latter. A comparison of the MO shapes reveals that, 
in an intermediate situation, the two mixing mechanisms will operate either in 
phase (e.g. ql) or out-of-phase (e.g. q2, q3, ~ )  and, in the latter case, one or the 
other will dominate. We will come back to this point later on. 

8.2 Examples of Interstitial Bonding 

If  (RLi)4 is viewed as (Li4)+(X) - where X -  = R~, then Fig. 40 clearly shows that 
*R~- is isosynaptic to ground *C- and 6C 2- t That is to say, all of 4R~-, ground *C-,  
and ground 6C~- have three singly occupied MO's which precisely match the three 
singly occupied t z MO's of the 4Li~ tetrahedron in defining three interstitial bonds. 
Hence, we predict that tetrahedral CLi 4 is neither covalent (like CH,) nor ionic 
(C-4Li,~ 4) and that one low energy form of triplet C2Li 4 will have a completely 
different structure from triplet C2H 4 which wilt look as if one end of the C 2 moiety 
has penetrated a face or a side of an Li 4 tetrahedron, e.g. structure 5 shown in 
Fig. 34. However, there is one key difference: Interstitialization in (RLi)4 is due to 
tangential and radial AO's (Overlap Induction) while in CLi4 it is due only to 
tangential AO's (i.e., there is no Overlap Induction). This critical point is dicussed 
in section X. 

The preferred structure of (RLi) 4 is the "cubane" structure 4 with an associated 
count of  eight electrons. However, construction of the resonance bond diagram 
reveals that exactly the same bonding mechanism will occur for a count of 
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-H- 
c -  c - c -  R f  

Fig. 40. Illustration of the isosynaptic relationship of grotmd *C-, 6C~-, and *R..-. The three electrons 
shown in boldface are contained in MO's which have the right symmetry for matching three singly 
occupied t 2 MO's of tetrahedral Li~, thus generating tetrahedral CLi., 5, and 4, respectively 

sixteen electrons, if low lying vacant metal AO's participate in the bonding. 
Indeed, (Pb+)4(OH)4, which can be viewed as (Pb+)4+(OH)~ -, is known to have a 
"cubane" structure 98). Furthermore, it should be noted that, according to the iso- 
synaptic relationship, both Re(CO) 2 and CuL (L = AsEt3) are analogous to Li. 
As a result, [Re(CO)2]4H 4 and (CuL)4I 4 have exactly the same structure as Li4R 4 99. lO0) 

With this background, it is now easier to appreciate how Ionic Overlap Induction 
differs from the conventional covalent and ionic bonding models. 

(a) Unlike other bonding mechanisms, Ionic Overlap Induction combines overlap, 
induction, and ionic bonding operating "in-phase" in one package. If  any one of the 
three ingredients becomes unsatisfactory, this bonding mechanism is replaced by ionic 
bonding, if the constituent atoms have very different electronegativities, or, by Over- 
lap Dispersion, if the opposite is true. An example may be the change of geometry 
as one goes from (CH3Li) 4 to (CH3K) n lol). 

(b) Ionic Overlap Induction is the bonding type exemplified by (RLi) 4 but it is 
overlap bonding that is exemplified by the "aromatic"  H~ although both species 
are commonly referred to as "electron deficient". The tendency of boron towards 
bridging (absent in stable organic molecules) can be ascribed to the lower 2s ~ 2p 
promotion energy relative to carbon lo2). The fact that close boron polyhedra have the 
guest attached to the vertices of the host [e.g. HT = B6 2, GT = H 6 in (BH)6 2] 
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speaks in favor of overlap bonding. Thus, it is very likely that diborane exemplifies 
overlap bonding (much like H ; )  with Ionic Overlap Induction becoming dominant in 
A12Cl 6. 

(c) We can represent Li~ with the interstitial electron in the og symmetric (S) MO 
as in F and Li~ with the interstitial electron in the °u antisymmetric (A) MO 
as in G. 

+ 

Li ' • Li Li Li + 

F G 

We expect the preferred structure of CH3Li ~ will be the one in which planar CH a 
radical, with maximally strong C--H overlap bonds, makes an interstitial bond 
with Li~" (G). This is much better than having a pyramidal CH 3 radical, with 
weakened C--H overlap bonds (due to the greater 2p AO character of the carbon 
valence AO's form an interstitial bond with Li~- (F). Schleyer and coworkers have 
performed calculations which indicate that CHaLi ~- prefers a D3h geometry rather 
than the "nonclassical" C a geometry preferred by CH3H ~" ioa). The antisymmetric 
interstitial bond ol D3h LH3Li2 + is shown in bond diagrahamatic form in 
Fig. 41 a. 

There exist two intresting experimental facts that are compatible with the concept 
of the Ionic Overlap Induction. First, NMR experiments have revealed that there is 
13C 7Li x~) but there is not 6Li--7Li tos) spin-spin coupling in (CH3Li) 4. The 
presence of the former is the result of the interstitial overlap bond while the 
absence of the latter is the result of induction (non-overlap) binding of Li and Li +. 
The second point is that the MOVB analysis suggests that a transition from Ionic 
Overlap Induction to pure ionic bonding should be observed as the electronegativity 
of X in (LiX),, increases. This proposal is very much consistent with computational 

a} 

b) 
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GT=CH 3 
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Fig. 41a and b. Resonance bond 
diagram of CH3Li~ (a) and R3Li3, 
2 0~) 
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data 106a) which show that the MIX term in a Morokuma-style investigation of the 
principal mechanism of binding in (LiX)n is extremely large when X is electropositive 
(e.g. X =  Bell) and negligible when X is highly electronegative (e.g. X=F) .  Further- 
more, the fact that a classical electrostatic model predicts that the LiX tertamer 
( X = F ,  OH, NH2, etc.) will prefer a D,~ rather than the observed and calculated 
T d geometry 106b) is testimony of the fact that Ionic Overlap Induction dies out 
slowly and that even at the ionic limit there is some small, yet stereochemically 
meaningful, tendency for electron "interstitialization". 

8.3 Dilithiomethane and the Organometallic Banana Bond 

We can represent Li~ by one VB structure which immediately tells us that Li~- is a 
building block with one interstitial electron residing in an Interstitial Orbital (IO) 
placed between the two atomic nuclei. Now, by using a conceptual minimal IO basis 
set, we can represent doublet Li2 + is a similar fashion as illustrated below, each 
circle representing an IO. 

LI@Li ÷ @Li@Li O -  

(Doubtet) 

We now illustrate how we go about constructing an 10 basis set for two proto- 
typical systems, Li 2 and Li 2. The first step is the construction of symmetry adapted 
group orbitals, x~. Omitting normalization and denoting 2s by s and 2pc by p, 
we have: 

X 1 = S 1 -[- S 2 

X 2 = S 1 - -  S 2 

x3 = P l  + p 2  

x4 = Pl --P2 

These orbitals are now allowed to mix through a Hamiltonian which describes the 
electric field produced by one electron and two positive cores in Li~ and a 
Hamiltonian which describes the electric field produced by three electrons and 
two positive cores in Li 2 . The resulting symmetry adapted MO's differ in the two cases 
and they are given by the following expressions, in which the upper sign of Y2 
and Y4 pertains to the Li~ case and the lower sign of the same orbitals to the Li 2 case. 
Clearly, the MO's of the two species are different as a result of the different active 
electric fields in the two cases. 

Yl -- xl + ~x3 

y2 -- x2 T ~ x  4 

Ys = x3 - -  ~Xl  

Y4 = x4 + ~xz 
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The final step is hybridization of Y3 and Y4 in Li~ and of Y2 and Y3 in Li 2 to produce 
two new orbitals, t 3 and t4 in Li~" and t2 and t 3 in Li~-, which together with the 
unperturbed Yl MO's form a set of IO's, t~, which we may now use for writing Lewis 
structures for molecules which contain L 2 or Li~- building blocks or analogous one- 
or three-electron fragments. The entire process is schematically depicted in Fig. 42. 
The shapes of the IO's are drawn in Fig. 43. For most problems of interest, 
Li2 + within a molecule can be described using only t~ or t 2 and Li 2- within a molecule 
can be treated using only t~, t2, and t 3. A warning of utmost importance: All analyses 
should be made using the symmetry adapted y~ MO's and then translated into IO (t) 
language. Failure to do so and unwarranted simplification (e.g. assigning one 
spherical IO per Li atom in an L i  cluster) is bound to lead to erroneous conclusions 
regarding molecular electronic structure. With this background, we will now investi- 
gate the bonding of a "simple" organometallic monomer. Dilithiomethane. 

Consider triplet methylene and singlet Li 2 put together to make dilitiomethane 
by the MOVB procedure: We argue that one electron will be transferred from Li 2 to 
3CH z so that coupling of the two resulting radical ions will yield a molecule which can 
be represented by the formula shown below. The predicted shape is a highly 
distorted tetrahedron with a large LiCLi angle or a planar'structure with a much 
smaller LiCLi angle. In the tetrahedral geometry the two radical ion fragments are 
joined by a "b2" interstitial bond. In the planar geometry, the interstitial bond 

. - -  YL t~ =yL - Y3 

x/. ~ 1 1 1 t  t ~ Y 3  t3=Y3 +Yz. 

X 3 ~ 

X 2 ~ 

X 1 ~ , - .  

- -  Y2 t2 = Y2 
Yl t l = Yl 

Li~ In te rs t i t ia l  o rb i t a t s  ( t  i ) 

.. - -  y ~  tz, = Yr. 
,s 

Xz. ~ "  I / ~ Y 3  ~ -.. 

x 3 - -  
"" - - t 3 = Y 3 - Y 2  

- -  t2  = Y2 ÷ Y3 
X 2 - - , ~  ~ ~" 

X 1 ~ .  "~ "~, ! 

- -  Yl . . . . . .  t l  = Yl 

L i~ ] n t e r s t i t i o l  o rb i t o l s {  t i ) 

Fig. 42. Generation of Interstitial Orbitals (IO's) starting from canonical atom-centered orbitals, x~, 
as described in the text 
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has a 1 symmetry. The notation tl --, a I means "t t upon symmetry adaptation yields 
an a x MO". 

© © 

t 2 t 1 
Li Li 

© © 
l (H2C-) (L i2 . )  1 (H2C-) (L i2 . )  

t 2 --b 2 t 1 - - - - -~  131 

What will be the structure of the lowest energy triplet state ? To make the ground 
singlet state we obeyed the wishes of the electropositive Li~ to be transformed to 
interstitial L i ;  by donating one electron to 3CH2 so that ultimately interstitial 
bond formation joining the resulting radical ions produces the most stable species. 
To make the ground triplet state the direction of charge transfer is simply reversed: 
We now transfer one electron from aCH 2 to Li2 to generate the stable interstitial 
2Li2 which needs comparatively small energy to be promoted to the interstitial 
eLi;  having the configuration 2~lg 2o~ lrclu. Coupling of 2CH;  and eLi;  by one 
interstitial bond results in the formation of a molecule which can be represented by the 
formula shown below. The predicted shape is either a distorted tetrahedron or a 
distorted planar system with the remarkable property that the Li z unit is negatively 
charged against all intuitive ideas based upon the notion of ionic bonding. In both 
geometries, there is one "a t"  interstitial bond. 

O t3 O t3 

~ Li Li 

W Li Li 

Q t ~  Q t  2 

3(H2C÷)[Li2- ) 3 (H2C÷)(Li2 -) 

t 1 .- 0.1 t 1 ~- (:11 
t 2 ,- b 2 t2 ,- b 1 
t '  =- 131 t '  e. (11 

We say that singlet as well triplet CH2Li 2 is bound by Overlap Induction, i.e. 
induction "interstitializes" the electrons of the ion metallic fragment and these are 
then used to form covalent interstitial bonds with the second nonmetallic or semi- 
metallic fragment. These ideas are consistent with calculational results of Schaefer 
and Laidig ~07~ which predicted the following: 

(a) Singlet and triplet tetrahedral CH2Li 2 are separated by a very small energy gap 
and the same is true for singlet and triplet planar CH2Li 2. This implies that both 
spin isomers at a ftxed geometry have the same number of  covalent bonds, a situation 
in contrast to that encountered in organic chemistry where the lowest triplet state has 
one less covalent bond than the singlet ground state with the geometries of the two 
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t t . ~  " 0 

t 3 ~  0 ' 

t~ ...-.. "10" 

t 1 ~ ~ • 

"0 O" - t ,  

• O ~ t 3  

t 2 

Fig. 43. The shapes of the interstitial orbitals of Li~ and Liz- 

species being radically different (e.g., planar singlet D2h ethylene is about 3.3 eV more 
stable than perpendicular triplet D2d ethylene) 77). The reason for this is that both spin 
isomers, in either tetrahedral or planar geometry, have two normal C - -H  overlap 
bonds and one interstitial bond. 

(b) The calculated dipole moments clearly demonstrate that the CLi bonds have 
C-Li  + polarization in the singlet but, astoundingly, C + Li- polarization in the triplet 
states• 

(c) The LiCLi angle is 120.3 ° in the tetrahedral and 101.7 ° in the planar singlet 
reflecting the fact that the interstitial bond in the former uses a carbon 2p AO 
while that in the latter a carbon sp 2 AO. For exactly the same reason, the C--Li 
bond is much shorter in the planar than in the tetrahedral 1A 1 form. 

A word of caution: The atomic charges we use are formal charges assigned by 
considering the dominant electronic configuration of the molecule in question. Be- 
cause of the considerable radial extension of metal AO's, the integrated electron 
density may be considerably different• Also, additional polarization effects will 
play a role in shaping the final electron densities, e.g. the t' odd electron of Li~" will 
most certainly be polarized towards the CH~" unit in triplet CH2Li 2 and the same will 
be true of the electron pair bond of al symmetry• 

In our discussion above, we payed special attention to the interstitialization 
mechanism and some of its physical consequences. We now add a layer of important 
details which will enable us to make specific "hard" predictions which computations 
can test. Specificially, we recognize that, in describing the singlet dilithioethylenes, 
we neglected for the moment the contribution of the empty g~ and n, MO's of the 
Li~- units which have b 2 and a 1 symmetries and thus can hybridize with interstitial MO's 
of the same symmetry in tetrahedral and planar dilithiomethane, respectively. Focus- 
ing our attention on the planar species, we recognize that the complete bond diagram 
describing the bonding of the carbon to the two Li's will be: 
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~"rt;'(al] 

'°,'0 + "  - / 

"-. Li ÷ 
" ' - 4 -  • ~ • qc~ /  

H2C- Li~ H 

This diagram says that the odd electron on Li will spend part of the time between 
the two Li centers in the interstitial orbital t 1 and part of the time on top of 
Li in a 2p AO. Hence, the best Lewis formula describing this state of affairs is 
formula H which shows that one C--Li  bond is actually a banana bond bent in the 
direction of the Li cation. The banana bond reflects that fact that one normal covalent 
bond has been inductively polarized by a neighboring cation. Its presence is indirectly 
attributable to the fact that the interstitial MO of Li~ has no nodes. 

The situation changes only quantitatively in the tetrahedral form. Here, the inter- 
stitial MO of the Li~" unit has a node which means that the interstitial electron 
will be localized "inside" the Li--Li  segment but close to the two nuclei. Hybridiza- 
tion of this tl with r~g will give rise to bonding that will very much resemble classical 
bonding. Namely, one C--Li  covalent bond will be bent towards the Li cation to a 
very small extent so that now ionic overlap induction through present could be 
mistaken for classical bonding. 

We can now make a number of predictions. Recognizing that the interstitial tt and 
the normal % MO of Li~" play exactly the same roles in planar dilithiomethane as the 
radial interstitial and the tangential MO's in planar D~ (CH3Li) 4 and recognizing 
that the CH~" unit of dilithiomethane is monovalent like CH 3, we see that planar 
dilithiomethane resembles a fragment of planar D~  alkyllitNum tetramer. However, 
because the interstitial MO of a~ symmetry of the former has no nodes while the 
interstitial MO's of  eu symmetry of the latter have one node (see Fig. 36 and 37), 
we expect banana bond formation to be much more pronounced in planar CH2Li 2 
than in (RLi) 4 in D~, or T d geometry and also than in tetrahedral CH2Li 2. 
A "perfect" MCSCF calculation with a "perfect" orbital basis and full geometry 
optimization which is subsequently decoded by Bader's method lo9) should reveal 
carbon--li thium bond paths in planar dilithiomethane consistent with banana bond 
formation. The same analysis will reveal deceptively normal--looking bond paths in 
the alkyllithium tetramers but it will inescapably lead to the dicovery of intuitively 
unexpected bond paths in other polylithio orbanometallics. For example, planar 
CH2Li 2 should dimerize with two banana C- -L i  bonds effectively fusing to form a 
bond path connecting two negatively charged carbons. This is what recent calcula- 
tions suggest Ho) and a detailed discussion will be presented elsewhere. 

ki 

Li ~ 
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The bonding ofpolylithioalakanes is not pure ionic and the operationally significant 
formulae describing them are not point-charge formulae. In our discussions, we 
have made no commitment regarding the extent of single electron transfer from 
Li~- to CH~" within the interstitial bond. Rather, we claim that such a bond exists no 
natter how polarized it may be, i.e. the operationally significant formula of  dilithio- 
methane is (CH~-) H (Li;)  and not (CHa)-2(Li2) +2. Obviously, as the interstitial 
bond becomes more ionic, banana bond formation will tend to disappear. 

8.4 Anti Ionic Overlap Induction 

Consider our exemplary D,m alkyllithium tetramer in which one unit of electron 
charge has been transferred from the Li 4 to the R 4 fragment. We can view this 
species as an inner spherical shell containing four positively charged (+0,25 charge) 
lithia plus an outer spherical shell containint four negatively charged (--0.25 charge) 

a l k y l  groups. Restricting our attention to the radial AO's of s and p type 
(radial s/p basis), it is clear that the electric field generated by this charge distribution 
will cause the mixing of p into s AO's so that the resulting hybrid AO points 
inside the inner sphere thus localizing electrons between Li centers. This becomes 
responsible for interstitial bonding. In a pictorial fashion, we can symbolize the 
process as shown in Figure 44a: Three conventional covalent R- -Li  bonds have been 
polarized by the R - L i  ÷ dipole in (a). 

Tetrahedral CLi 4 in which one unit of  electric charge has been transferred from 
Li 4 to C is the inside-out version of the above. Now, the inner spherical shell contains 
the carbon nucleus at its center with the carbon AO's reaching to the surface of a 
sphere which is charged with one unit of  negative charge and the outer shell contains 
four positively charged (+0.25 charge) lithia. If  only a radial s/p basis is used, the 
electric field now causes formation of a hybrid Li AO which points outside the outer 
sphere. The Li electrons are no longer interstitialized and they are placed on top of the 
Li centers. This inductive mechanism now operates in direct opposition to overlap 
bonding between C and Li as illustrated in Fig. 44b. That is to say, strong C--Li  
overlap requires that s mixes with p with one sign (with the resulting hybrid pointing 
inside the outer sphere) while induction requires that it mixes with the opposite sign. 
We call this phenomenon Anti Ionic Overlap Induction. Changing from an s/p to an 
s/p/d radial basis changes the situation: Now, mixing of s with dz2 can cause inter- 
stitialization as illustrated in Fig. 44c. However, the key difference between CLi4 

Q) 
Li ~" 

L i  + 
- d "  c) 

Li Li ÷ Li 

]"~ ! R I L u 
R LI ~ LI 

Fig. 44a--e. The way in which an electric field set up by a single electron transfer from lithium to carbon 
polarizes the valence electrons of the remaining Li atoms engaged into "covalent" bonding with carboff. 
Arrows indicate how the Li electron will move under the influence of a field. (a) (RLi) 4 case (b) CLr 4 
with no d-orbital involvement. (c) Cli 4 with d-orbital (and higher energy orbital) involvement 
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and (RLi)4 remains: The former enjoys Overlap Induction while the latter is unlikely 
to escape Anti Overlap Induction. 

The above considerations lead to the formulation of a rule: The preferred 
geometry of an M,Ay species in which M is metal atom and A is, e.g. H, B, C, N, 
O, or F or a group made up of these atoms will be the one in which M, forms an 
inner core to which an outer mantle of Ay is attached. It is only in this way that 
Ionic Overlap Induction can occur "within" an s/p radial basis. Application of the rule 
to CLi 4 predicts the C2v or C3v geometry shown below in which three multicenter 
bonds connect carbon anion with Li~ with the carbon lone pair pointing away from the 
Li 2 unit. The C2v is the geometry featured by the hypervalent SF 4 and found to be 
preferred by SiLi~ 11 which lies further away from the ionic limit than C L i  4. 

© 
Li Li Li Li 

C3v C2v 

Some things need to be emphasized: 
(a) A proper account of polarization can only be given by a complete metal 

AO basis up to the continuum. Our discussion of the s/p and s/p/d AO bases have 
only qualitative significance. Interstitialization can only be well reproduced by a 
complete s/p/d/etc, basis. 

(b) Dispersion and induction depend on the polarizability of the atoms which 
constitute a molecule, i.e. they depend on the spectrum of the excited states of each 
atom. Replacement of, say, Li by the isoelectronic Be + will tend to annihilate 
Overlap Induction (and Overlap Dispersion) or Anti-Overlap Induction (and Anti- 
Overlap Dispersion) because the 2s ~ 2p promotion energy increases from 14,903 
to 31,928 wave numbers. Atom oxidation is an excellent way for switching from 
a polarization-dependent bonding mechanism to bonding via "spin-pairing" because 
this tends to institute large gaps between the atomic states. 

(c) The new idea described and emphasized in this chapter is Overlap Induction. 
Because the bond diagram of each interstitially bound molecules contains the configu- 
ration which when taken by itself described pure ionic bonding (e.g. to obtain 
HzC~-2Li~ -2 transfer one electron from t 2 to C2p in the MOVB formula for 
tetrahedral dilithiomethane given in Sect. 9), there is a continuum connecting inter- 
stitial bonding with pure ionic bonding. Because of the large electropositivity of Li, 
organolithium species may not be the best illustrators of interstitial bonding but we 
have used them to exemplify our approach in preference to organometallics 
containing less electropositive and/or more polarizable metal atoms because Li has 
one valence electron and four valence AO's so that the electron and orbital book- 
keeping is relatively simple. 
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Part V. New Concepts 

9 The MOVB Chemical Formulae 

The Lewis concept of the electron-pair bond, invented before the birth of quantum 
chemistry, is still a dominant influence: The language of chemistry is the dash or dot 
formulae which represent how atoms are connected by bonds. In this work, we have 
introduced a new language and the formulae we write to represent molecules are no 
longer the Lewis ones. To emphasize this point, we show in Table 9 the formulae for 
typical nonmetallic and metallic systems which project their fundamental difference 
insofar as bonding is concerned. 

(a) The formula for H2 projects overlap bonding through "spin pairing" 112) 
This is a typical Lewis electron-pair bond. By contrast, the formula for Li 2 projects 
homopolar ionic bonding discussed before. 

(b) The formula for H~" projects the fact that the bond is due to resonance 
interaction while the bond of Li~- is really electrostatic with one electron flanked 
by two Li cations. To comprehend this difference consider what happens when A 
and A ÷ (A = H, Li) are brought together from infinity to the equilibrium bond 
distance of A~'. In a first stage, the energy of AA ÷ and A+A drops due to induction 

Table 9. Formulae for Nonmetallic and Metallic Chemical Systems 

Nonmetallic Metallic 

H i * H  

~) H -H'--'-H- 

CH2=C=O 

H~ ..~.X 
/C - - -  X 

H 

H ~ 6  . .~H 
/ C'-. H 

H 

H O  

Li 0 Li 

Li 0 Lie 

Ni:~:CO 
H~e Li 

C .__...,-~ 
H / Li (~ 

L i~  
"-c- ~.e 

u "~uIu 

" Carbon penetrates face of Li a tetrahedron. Alternative structure has carbon penetrate side of Li 4 
tetrahedron. 
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and in a second stage there is the AA + ( - - )  A+A overlap interaction. In H~-, 
the first energy lowering is miniscule and the second comparatively large while the 
opposite is true in the case of  Lif .  In formal language, we say that the CI 
defined below occurs predominantly via the induction Pu matrix elements which are 
larger than the change transfer (overlap) d u matrix elements. 

P x  - -  - -  Px  - d l  2 - 

LI Pl/.[ Li* Li ÷ Ip2? Li 

@ - -  - d34  __ - -  - ~  

L~* Li ÷ Li ÷ L i *  

(c) Divalent triplet C H  2 c a n  be coupled to divalent excited triplet :C = 0 to form 
"CH 2 = C = O  by spin pairing. By contrast, though Ni and C = O  can do just the 
same, their mechanism of bonding is entirely different approaching homopolar 
ionic bonding as indicated by our formula. 

(d) The formula for, e.g. planar dilithiomethane is not the H2C-2(Li2) +2 
representation but rather a formula which alerts the reader of the presence of 
interstitial (or, banana) bonding. Dilithiomethane is a qualitatively different problem 
compared to disubstituted methane where the substituents are first row non- 
metals. 

(e) Triplet ethylene is D2d but triplet tetralithioethylene is expected to be an 
overall zwitterionic triplet "carbene" with a quadruplet Li~ cluster hosting 
a quadruplet carbyne at one end with an anionic carbyne (isoelectronic to R - - N )  
on the other side. 
We can now see the problems that plague methods which are currently in use: 

(a) According to EHMO theory, the formulae of H z and Li z are qualitatively 
the same and the same is true of H 2 and Li~-. Furthermore, the formula of 

N i C O  will be similar to that of CH2CO, perhaps with dashed replacing the solid 
lines to imply "half-baked" covalency. 

(b) GVB computations have been incorrently interpreted by Goddard who 
suggests that Li  2 and Li~ are similar t o  H 2 and H~ insofar as bonding is con- 
cerned. The stronger bond of Li~" compared to Li 2 is attributed to the fact that 
art electron pair bond depends o n  2S 2 while an odd electron bond on S (S = AO 
overlap integral) and when S is small the latter quantity is larger 113). That this 
is wrong can be easily seen by the fact that ethylene has a stronger pi bond 
than ethylene radical cation despite the fact that the pi AO overlap is only 0.25 
or so 114). Li 2 is not a two-electron/two-orbital but rather a two-electron/four- 
orbital problem with the 2p AO's being critical for bringing into play overlap- 
independent binding mechanisms and the same holds true for Li~. Here, I would 
like to point out that, though no specific reference can be given, the German 
theoreticians (W. Kutzelnigg, J. Hinze, and others) had long ago recognized that 
the stronger bond of Li~- relative to Li 2 is due to the superiority of "one- 
electron over two-electron polarization". 
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(c) Falling back on conventional ideas, a number of workers have promul- 
gated the notion of "ionic" bonding in organolithium species despite the fact 
that their stereochemical properties suggest otherwise. For example, at the limit 
of pure "ionic" bonding the energy separation of planar and tetrahedral dilithio- 
methane should approach zero and this should remain insensitive to substituent 
effects. The fact that replacement of  the two hydrogens can enhance or reverse 
the preference for tetrahedrality signals that something more is involved ~ 15) 

Computational chemists will readily attest that it is nowadays hard to compute 
metal clusters but trivial to compute ground state closed-shell organic molecules. 
On the other hand, we have seen that it is equally hard to understand the electronic 
structures of  metals and alkanes. The MOVB formulas for methane and derivatives 
differ from the Lewis structure ir~ a fundamental way: 

H F H 
I I I 

2 F - C - H *  "- F - C - F  + H - C - H  
I I 

* F H 

H* is "H  admixed to F"  and F* is "F  mixed with H "  so that neither H* is a sigma 
donor nor F* a sigma acceptor any longer. The meassage of these new formulas is 
very straightforward: In order to bypass the necessity of ligand "contamination" 
so as to avoid bond interference and create the strongest possible C - - H  and C - - F  
bonds, electronegative groups should be attached on the same carbon. Replacement 
of F by CH 3 leads to an analogous situation and the formation of a simple rule 
for predicting the most stable structural isomer of  an alkane: The most stable 
structural isomer is predicted to be the one which has the largest number of 
methyls per carbon. Thus, for example, isobutane is more stable by roughly two 
kcal/mole relative to n-butane because of greater aggregation of methyls on 
a single carbon. 

10 New Stereoelectronic Concepts for Organic Reactions 

The concepts outlined in Sect. 5 and in related published papers can be put to work 
in order to uncover new stereoselectronic principles of organic chemistry. We 
illustrate our approach by reference to the cyclobutene ~ 1,3-butadiene pericyclic 
transformation which, according to the Woodward-Hoffmann rules 6o~, proceeds 
thermally in a conrotatory fashion. The detailed theory has been presented in 
Chapter 15 ofref.  14. 

We begin with two background items: 
(a) In CH2, a 90 ° rotation of the H 2 unit can be defined which amounts to main- 
taining a sigma-type bond connecting carbon and H2 while replacing a pi-type bond 
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formed via the 2pz by one formed via the 2py carbon AO. The MOVB bond diagram- 
matic representation of this process, called pi rebonding, is shown in Fig. 45a. It is now 
immediately obvious that, if the positions of the four carbons of cyclobutene remain 
fixed, the ring opening raction shown above can be thought of as rebonding of two 
H a units attached on C 3 and C 4. 

2Pz 

2py H 

(b) The overlap of two nodeless symmetry MO's is maximized if the atoms spanned 
by one are "inside" those spanned by the second. If  the two symmetry MO's 
possess one node, their overlap is maximized if the first set of atoms are outside those 
of the second set. This point is schematically illustrated in Fig. 45 b. 

We begin by constructing the principal bond diagrams for the reactant cyclo- 
butene and the product which, for the time being, we take to be Cisoid-l,3- 
butadiene. Each species is viewed as "C 4 plus H6" and the reaction itself is 
visualized as synchronous 90 ° rotation of each of two H 2 units about the 
bisectors of  the HCH angles on C 3 and C 4. The fragment orbitals will be either 
of sigma or pi symmetry and so will be ttie multicenter bonds connecting the C 4 and 
the H 6 fragment. Denoting pi and sigma C4. MO's by n~ and wl, respectively, 
and H 6 MO's by x i, we obtain the diagrams shown in Fig. 46. For better 

o} i 2pz 0 ~ . - -Jr-  Oa2 "~ --I----l-'-----I-- 

0 01 _~__ 2py ~ ""  "-'1- 0 
/ / 

sp ,o -F'" +'"  
A H 2 A H 2 

b) 

0 O 

0 0 

"Inside" 

0 0 

O 0 
"Outside" 

c) 
A . .  0 

A , ,  0 

"Ins~de" 
A • , 0 

A 
w O 

"Outside" 

Fig. 45a-e. (a) Bond diagrammatic representation of pi rebonding. (b) The overlap of two nodeless 
MO's is stronger "inside". (e) The overlap of two antibonding MO's is stronger "outside" 
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comprehension, we have grouped the fragment orbitals into pi and sigma rather 
than drawing them in order of increasing energy. Furthermore, we have assumed 
that sigma orbitals of C, find their symmetry matches in H 6 in defining the sigma 
ponds linking the fragments. The symmetry aspect of pi bond formation (between 
(2, and H6) in cyclobutene is self-evident. 

The next step is to identify the critical fragment MO's and associated electrons 
involved in the transformation. There are identified and they are drawn in Fig. 47 
for the conrotation reaction intermediate complex. Accordingly, the critical electronic 
rearrangement occuring in going from reactant to product can be represented 
by the simplified (abridged) bond diagrams shown in Fig. 48. The abridged 
wavefunction of the conrotation transition state wilt be a linear combination 
of the bond diagrams ®1 and 02 (see Fig. 48) and additional extrinsic configuration, 
*i, for the appropriate nuclear coordinates. 

We now address the problem first brought to focus of attention by the important 
work of Dolbier 116) and Kirmse and Houk 117) and their groups: Why is it that a 
cyctobutene in which each H2 is replaced by XY undergoes conrotatory ring 

W12-- 
w11-- 
W~o-- 

wg-I-- . . . . .  
w s - F -  I . . . .  

. . . .  t +  I 
w 0 +  . . . . .  t + x 3 1  
ws-I-[ . . . .  I - T  ' 2  I 

w , +  . . . . .  I-+-x, I 

~-H- 

C 4 H 6 

v~2 - -  

a - H -  
" 3 %  
, ,2-t+ 
,,,% 

C 4 H 6 

Fig. 46. Principal bond diagrams of 
1,3-butadiene and cyclobutene (sche- 
matic) 
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~ ~ C ' , 6 ,  A + _ __ 

w,. C-~,s  + - - -  

X6. A 

O O _ _  A O ~ ) ~  3 
O O ~ - "  

• 6 - .  -l+s,,~,<~ 
o • 

X1,S 

Fig. 47. The critical sigma- and pi-type orbitals involved in the conrotatory ring opening of cyclo- 
butene 

a) w g - -  

b) 

w<-H-  

X 6 

-I- V ~3 

X 1 

W9 + ~ ~ X 6 

~ X 1 w<+-- - % '<~ 

Fig. 48a and b. (a) Simplified bond diagrammatic representation of cyclobutene, ®~ (b) Simplified 
bond diagrammatric representation of 1,3-butadiene, 02. 

opening in such a way so that the more electronegative of X and Y end up rotating 
"outside" even if this may require that the bulkier Y rotates "inside"? 

R-" F--' X = F  Y=R 

To answer this question, we observe that replacement of the two H 2 units by two HF 
units in cyclobutene will change four of the six H6 orbitals, from xt, x6, x3, and x2 to m*, 
m, n*, and n as shown in Fig. 49, where in parenthesis we show the orbital of 
C 4 which matches each of them symmetrywise. For example, x~ matches n 2 and 
together they define a core (C4)-ligand (H6) interfragmental bond, etc. We can 
now visualize clearly what will happen to the two critical bonds, n * - - n  3 and 
m --  n 2, of trans-3,4-difluorocyclobutene as the system arrives to the transition state 
and rebonding begins to occur. 

One may envision two different reaction paths which can take cyctobutene to 
the diene product. In one (Path A), the four carbons remain coplanar and rotation 
of the two H 2 units occurs while the C~C4C 3 angle opens up. This, of course, is 
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Q) 

H H H F 

I r 
I i x2(ws) T I n(ws) 

b) 

n* -~3 m -I~ 2 

Fig. 49a and b. (a) The way in which the H4 ligand fragment MO's change in going to H2F" 2. In paren- 
thesis, we indicate the matching core (C4) orbitals with which the corresponding ligand fragment 
orbitals define a bond. ~) Optimal bond formation at the conrotation transition state requires "out- 
side" rotation of F's (because the C3--C4 interaction is antibonding in ~3) and "inside" rotation of 
H's (because the C3--C4 interation is bonding in n2) 

unfavorable because it would lead to a highly congested cisoid diene. The second 
path (Path B), involves the same nuclear motions as before only now coupled to 
rotation about  the CI -C  z bond, a process leading to a gauche and ultimately 
to a transoid diene. Clearly, this is a much more plausible path and this is what 
calculations bear out 118). Returning now to our conrotatory transition state complex 
wavefunction, we can see that there are two dimensions to the problem: 

(a) The stereochemistry of  the reaction is determined by the symmetry labels of  
the orbitals x a and x 6. When they are S and A, respectively, reactant bonds transform 
to product bonds. This is the case of  conrotation. If  the labels ar inverted 
(disrotation), this is no longer possible. The situation, illustrated with appropriate 
diagrams, has been discussed in the original work using the ring opening of  cyclo- 
propyl cation as an example. 

(b) I f  each H 2 is replaced by an H F  unit so that now there is a choice between 
"inside" and "outside" conrotation o f  F or  H in trans-3,4 difluorocyclobutene, the 
preferred motion is determined by the relative energies and nodal properties of  the 
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n2 and n 3 MO's at some intermediate stage. The optimal reaction path is the one for 
which one F 2 symmetry MO best matches the higher energy n 3 so as to deplete 
while one H 2 symmetry MO best matches the lower energy n 2 so as to add 
electron density to it in ®1, keeping in mind that F is viewed as a sigma acceptor 
and H as a sigma donor, in a relative sense. Now, this matching can occur for either 
plus 90 ° or minus 90 ° rotation of each HF unit but the preferred mode of rotation will 
be the one which maximizes the overlap of the paired orbitals. For the reaction 
path B defined above, the matching illustrated in Fig. 49 leaves no doubt about the 
choice: The F's must be "outside" so that their antisymmetric combination 
(n* MO) matches best (=  maximally overlaps with) an orbital (n3) which is C 3 - -  C 4 
antibonding while, at the same time, the H's must be "inside" so that their 
symmetric combination (m MO) matches best an orbital which is C 3 - -  C 4 bonding 
(n2). The reader may verify that Path A would create a preference for exactly the 
opposite. However, nonbonded repulsion of the "larger" F's will oppose this tendency. 
Nonetheless, a calculational test of this prediction may produce interesting results. 

In conclusion, much like in Sect. 5, our explanations have to do with symmetry 
control of bond making and nothing to do with "steric effects", "coulomb effects", 
"lone pair effects", etc., as suggested in the literature. The inside-outisde orbital over- 
lap differentiation is identical in spirit to the one implied by the work of Btirgi 
and Dunitz 119). Sections 5, 6, and 10 define a new organic sigma stereoelectronic 
theory. In sharp contrast to metallic systems, symmetry arguments alone suffice in 
dealing with the problems defined in these three sections and so we expect the trends to 
be well reproduced by EHMO calculations ~2o) 

11 Electron Transfer in Biology 

The principal configuration of the resonance bond diagram of (RLi)2, i.e. the 
"picture" obtained by removing the dashed lines from OR in Fig. 35, has a vacant 
q2 MO in Li2 + and a half-occupied rl MO in R£.  Hence, sequential delivery 
of two electrons will place the first in the vacant q2 (which is delocalized over the two 
Li's) and the second in the singly occupied rl thus creating an odd unpaired electron 
in ql. Had the bonding of (RLi) 2 been completely ionic, the single configuration 
R-ZLi ÷2 representing the system would have two equivalent holes in Li~ -2. 
Hence, (RLi)2 should display two different reduction potentials if it is bound by 
Ionic Overlap Induction but only one (or, better, two having the same value) reduction 
potential if it is bound by "classical" coulomb forces (ionic bonding limit). 

With this background, we now turn our attention to the so-called Type III  
copper protein considered as a two-electron donor to molecular oxygen in the 
biological electron-transfer systems 1217. The characteristic feature of the Type 
III  copper is the ESR non-detectable nature in spite of its divalent oxidation 
state. This has been attributed to the magnetic interaction between two copper(II) 
ions located in a proximity at the active site of  the protein 122 ~. Accordingly, binuclear 
copper(II) complexes have been considered as possible candidates of models of the 
active site of Type III  copper proteins. A few electrochemical studies have been carried 
out on binuclear copper(II) complexes and they revealed that these complexes are 
divided into two groups: i.e. those whose two copper(II) ions are reduced to copper(I) 
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at the same potential ~2a, t24), and those whose two copper(II) ions are reduced step- 
wise to copper(I) at different potentials 125.126). An example of  the former group is 
the binuclear copper(II) complexes of  the triketones, e.g. 9 (Fig. 34)123). A 
typical example of  the latter group is the macrocyclic binuclear copper(II) complex 
10 (Fig. 34) 125,127) These complexes show two reduction waves corresponding to 
the reductions to Cu(II)-Cu(I) and to Cu(I)-Cu(I).  The differences between the 
two reduction potentials fall in the range o f  400-700 mV depending on the sub- 
stituents R. Such a two-stepped reduction was explained in terms of  the stabilization 
o f  the Cu(II)-Cu(I)  state. In fact, the crystals o f  [Cu"Cu ~ (fsaltn)] C1Q were isolated 
and characterized. In this complex, the unpaired electron is delocalized over the 
two copper atoms, since the ESR spectrum in solution shows a seven-lined hyperfine 

q2 "J-" 
ql -'J-- 

-H- r2 
-m- q 

N +4 GT -2 S 

k 2 

k 1 

HT=NS+3 =Cu~ "3 
GT =(RO)z'I 

/ ~  k2 big 
/ ,  _ _  k I b2u 

big q2 + , .  / /  
b2uq I _~_ " , ,  l / 

" + / r 2  big 
JIJl" rl b3u 

N +3 GT -1 S 

q2 

(DO %0 
0% 0% 

(DO 

q~ 

ql 

k2 

" 0 0  

Fig. 50a and b. (a) Pure ionic binding of (Cu')2 to (RO)2. (b) Resonance bond diagram describing 
overlap induction in the same complex, Cu2(RO)~'2 The various orbitals are drawn schematically with 
both permissible drawings of the q~ MO's shown. In the resonance bond diagram, we use the 
canonical q~'s (outer set) but this is only a matter of convenience 
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structure and the electronic spectrum shows an intervalence CT band at approx. 
10 x 103 cm -1. 

The bond diagrams of Fig. 50 provide a simple explanation of these obser- 
vations: In Fig. 50a, we portray the (CuOR)~ -2 system as if it were ionically 
bound and we indicate by arrows how the reduction potential equivalence for 
converting each Cu ÷2 to Cu ÷1 comes about. In Fig. 50b, we portray the same 
system as if it were bound by Ionic Overlap Dispersion. Now, the first electron 
must be delivered to the empty q2 and the second one to the singly occupied r2 
thus creating an odd unpaired electron delocalized on the two copper ions. In 
other words, one of the observed reduction potentials corresponds to reduction 
of oxygen atom ! The intervalence CT band corresponds to promotion of an electron 
from ql to q2. Our suggestion is that Fig. 50a is a description of the bonding 
of type 9 complexes and Fig. 50b is a description of type 10 complexes with the 
environment of the (CuOR)~ -2 moiety determining whether pure ionic bonding or 
Ionic Overlap Induction will be the best bonding choice. Note how the ligands 
are much more electron rich, thus favoring unilateral presence of Cu ÷2, in type 9 
complexes. 

12 Heterogenous Catalysis 

The features of Ionic Overlap Induction, namely, the fact that it combines "in- 
phase" coulomb attraction, charge-induced dipole stabilization, and overlap bonding 
necessitate a new language for the description of the chemical and physical 
consequences of this binding mechanism. By representing the total system under 
consideration as a Host-Guest composite, by realizing that each of the two fragments, 
HT and GT, has component atoms or subfragments (e.g. in (RLi)4, HT = Li 4, 
GT = R~,, the components of HT are the four Li's, etc.), and by denoting a unit of 
positive charge by h + and a unit of  negative charge by h - ,  we recognize the 
following : 

(a) (RLi)4 can be written as R4(h-)Li4(h ÷) or as R4(h-m)Li4(h ÷~") where 
1 < m < n. We do not know what the precise value of m will be in a given 
system but it should be such so that formation of the maximum number of full 
interstitial bonds is possible. Thus, m = 1 in T d but m equals either one or 
two in D4h(RLi)4. 

(b) Each of h ÷m and h -m is viewed as a particle. Circulation of one or more 
h +m particles zips together by induction the "metallic" components of  HT. By 
doing so, h ÷m finds itself at various distances from h-m, the optimum average inter- 
particle separation being determined by Coulomb's law. 

(c) The components of HT are additionally fastened to the components of GT 
not only by the attractive interactions of h ÷ m and h-m but also by multicenter overlap 
bonds. 

(d) Iffterstitial electrons and interstitial bonds are the result of h +m circulation 
within the metallic HT fragment under observation by h "-=. This circulation is 
overlap-independent and this is why HT-GT systems viewed through conventional 
conceptual lenses seem to be "hypovalent", "normal"  (CLi4), or, "hypervatent" 
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(CLi6): The conventional concepts of  bonding  (and associated electron counts, 
valence considerations,  etc.) break down because they are either overlap or ionic 
bonding concepts. Specifically, unlike the case o f  pure overlap binding in which dif- 
ferent electron counts are associated with different geometries (e.g. Walsh rules for 
predict ing the stereochemistry of  A H ,  molecules, etc.), different electron counts can 
now be associated with the same geometry.  As evidence, we cite the cases of  
the prototypica l  Mo6CI~ 4 and Ta6CI~-2 z molecules (12 and 13 in Fig. 9) for which the 
construct ion of  resonance bond diagrams reveals the presence o f  three and five, 
respectively, interstitial bonds 128). Now,  it is well known that other species with dif- 
ferent electron counts have the same structures as 12 or 13 as indicated in Table 10. 
The reason is that  part  of  the bonding is due to induction (caused by the circu- 
lation of  h ÷m particles) and "classical" cou lomb at tract ion,  i.e. bonding is largely 
due to overlap-independent  mechanisms which place either zero or, at best, small 
restriction on the electron count. In other  words,  the close energy spacing of  the 
MO's  of  weakly bound systems makes possible the occupat ion of  close lying 
orbitals  by one, two, or more electron pairs with the final geometry being determined 
by the occupat ion of  the critical interstit ial MO's .  

We will now consider the implications of  the concept  of  overlap induction for 
heterogeneous catalysis. Specifically, we will examine the interaction o f  an ethylene 

Table 10. 

Electron 
Species " Count" Geometry 

MosCI~ z" a 40 M 60ctahedron in X 8 cube 

A Nbs18 z'*3 b 36,35 M 60ctohedron in X a cube 

Ag s (Ag*) 8 c 60 M 60ctahedron in (Ag+)8 cube 

Tn 6 CI8 z'.3'+4 d,b 40,39,38 M s Octahedron in XIz cube 

ZF 6 CI10'+3 b 36,33 M s Octahedron in X12 cube 
B 

ScsCl~ b.  33 M 60ctahedron in X12 cube 

Pt 6CI12 e 72 M 60ctehedron in Xlz cube 

Geg z f 38 Sq. Tricap. Trig. Prism(D3h) 

C Bi9 s f 40 Sq. Tricap. Trig. Prism(D3h) 

Sn-g ¢ f /,0 Sq. Cap. Antiprism (C~v) 

* Electron counts, in families A and B, by assuming that each C1 or I is a one valence electron species 
and Ag ÷ has zero valence electrons; a Brosset C (1946) Arkiv. Kemi Mineral. Geol. 22A: 1 ; b Corbett 
JD (1981) Acc. Chem. Res. 14: 239; ¢ Kim Y, SeffK (1978) J. Am. Chem. Soc. 100: 6989; d Vaughan 
PA, Sturdivant JH, Pauling L (1950) J. Am. Chem. Soc. 72: 5477. Burbank RD (1966) Inorg. Chem. 
5 : 1491 ; e Brodersen K, Thiele G, Schnering HG (1965) Z. Anorg. Allgem. Chem. 337:120; f Corbett 
JD, Critchlow SC, Burns RC (1983) Polyatomic zinc anions stabilized through crypt complexation of 
the cation. In: Cowley AH (ed) Rings, clusters, and polymers of the main group elements. American 
Chemical Society, Washington, DC 
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monomer with a platinum surface and we will attempt to write down a reasonable 
mechanism for the conversion of ethylene to ethane. We begin by defining the 
principal actors of the drama: These are the ethylene monomer and the Pt atom 
in any of the sld 9 (ground), or sZd s, or d 1° electronic configurations realizing that 
these are separated by relatively small energy gaps. We can now see the following 
series of events: 

(a) Ethylene is adsorbed on o n e  Pt atom via Overlap Dispersion and this 
complex is electronically very similar to the Pt-Ethylene gas phase complex. 70) 

(b) One Pt atom transfers one electron to ethylene (E) and the resulting radical 
anion, E - ,  is coordinated to a Pt2 unit in a manner completely analogous to the 
case of (RLi)2, i.e. tile E plays the role of R 2 and Pt 2, with two active 6s 
electrons, plays the role of Li z, which has two active 2s electrons, one of which is 
relinquished to R z in the process of forming the R~-Li 2 species via ionic overlap 
induction. 

H 2 

C 
p 

* 1/2 ~'l • 112 

Pt J Pt 

(-1):C 
H 2 
I 

(c) A 1,2 hydrogen shift now occurs within L The resulting product is J where 
CH3CH is affixed by overlap induction on Pt~'. 

CH 3 
I 

( - 1 )  '.CH 

• 1/2 I -1/2 
Pt Pt 

(d) The itinerant h ÷, which glues together by induction not only the two Pt 
centers shown in I and J but also neighboring Pt atoms, renders one of the 
neightboring Pt's very reactive towards C - - H  oxidative addition. The reason is 
that this "activated" Pt is now partly positive and metal cations are known to 
insert very efficiently into C - - H  bonds 71). Hence, we envision: 

(-I) :C CH3 

* 1/2 * 1/2 I 
J - - P t  =- Pt Pt . . . . . . .  Pt 

f 
Neighbour K Neighbour 
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(e) K rearranges to L which is now analogous to (RLi)3), i.e. 2 in Fig. 34. 

+1/3 * 1/3 
Pt CH 3 Pt 

Pt 
-1/3 

L 

R 3 within R~'Li~ is isosynaptic to C H 3 - - C -  within CHsC-Pt3 + as can be deduced 
from the resonance bond diagram of (RLi)3 given in Fig. 51. Pt is analogous to 
Li because both have an ns odd electron in their ground configurations. We 
propose that L is the correct electronic structure of the observed ethylidyne 
intermediate observed in the heterogeneous reaction of ethylene and hydrogen over 
Pt metal which chemists represent by conventional Lewis structures such as the one 
show below. 

(d) Attachment of ethylidynes on the metal surface by Ionic Overlap Induction 
activates the metal surface by endowing it with itinerant h ÷ particles. In turn, these 
cause interstitialization of hydrogen atoms originally attached on individual Pt 
atoms. As a result, we obtain: 

~:H3 
:~(h-)  

Pt 3 . . . . .  Pt 
(h*) 
i Pt . . . . . .  Pt t 

H2C ~.-~-- C H 2 
H 

M 

The interstitial hydrogen can easily migrate and add to a nearby coordinated 
ethylene: 
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Note again that H atom in M and CHaCH 2 radical in N are attached on Pt~ via 
Ionic Overlap Induction only now h + is further removed from h-  compared, for 
example, to rhombic Pt~ H 2 in which the two h particles lie close together. 

(e) Reaction of N with a second interstitial hydrogen leads to the ethane 
product. 

A word of caution: By no means do we imply that what we described above is 
the detailed mechanism of ethylene hydrogenation on Pt surfaces. What we suggest 
is that the ultimately correct mechanism will very likely contain steps (a) to 
(e) and versions thereof as integral parts. The reader is referred to the important work 
of Somorjai for the experimental facts ~29) 

a) 
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Fig. 51. Echinos bond diagrammatic representation of  D ~  (a) and T d (b) Be~ 
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13 The Gas Pair and the Electronic Structure of Metal Clusters 

In Sect. 7.7, we saw that Li 2 can be represented by a formula in which an 
electron pair is flanked by two Li cations. We call this electron pair a gas pair 
to indicate that the two electrons have been effectively detached from the atomic 
nuclei, i.e. they have been gasified, and we now show how such a gasification 
which causes electron pairs to move to interstitial positions with respect to atomic 
nuclei may occur in metal clusters and, of  course, in metals themselves. In order 
to simplify the drawings and the discussion, we use D,h Be 4 as our example with the 
Echinos Model discussed in Sect. 6 being the basis of the theoretical analysis. 

We work as follows: Starting with the set of four 2s AO's of the four Be 
atoms, we generate the four symmetry MO's which are then said to constitute the 
MO manifold of "fragment" Ns. We repeat the process with the radial and the 
tangential in-plane 2p AO's in order to £btain the MO manifold of "fragments" 
Np and S~. The principal bond diagram of the D4h Be tetramer is then the one shown 
in Fig. 51a. The question now is: What is the physical significance of the 
interaction of the configurations contained within the principal bond diagram? 
The answer can be very easiiy given by viewing the Be 4 system as a circle con- 
taining the four Be atoms with a perimeter of finite thickness and then referring 
to Fig. 52 which shows the key delocalization of electrons starting with the 
parent configuration 2 2 4 al ~bl ge.(Ns) • The two key events are the following: 

o) 

b2g----  - -  cl2g - -  b2u 

e u _  ~ , . , ~ , / _  e u _ _  eg 

Qlg-- ~ % big - -  G2u 

a- (31g 
Np N s S~ S~ 

b) 

-- CZ Z 

4+ 

Fig. 52 a and b. (a) Formation of a gas pair in D,~ Be 4. Process 1 corresponds to ejection of an electron 
outside the perimeter of the circle. Process 2 causes electron movement within the perimeter (induction). 
Process 2 is triggered by 1. (b) Correlated ejection of two electrogscbrresponds to Overlap Dispersion 
bonding 
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(a) e~(N~) ~ eu(S~) electron transfer (process 1 in Fig. 52) generates overlap bonding 
moving electron density outside the perimeter. 

(b) The electric field generated by process 1 wilt now dictate the mode of 
e,(N~) ~ eu(Np) electron transfer (process 2 in Fig. 52a). The C1 which describes 
processes 1 and 2 is shown explicitly below and it is clear that process 2 represents 
either Overlap Induction or Anti Overlap Induction depending upon the action of 

eo ( x ) - -  # 
qt9 
%(x) 

- -eu(X)  

Np N s S¢ 

,/" 

......... 11 
-+- 

the electric field. If Overlap Induction occurs, the eu(Ns) ~ eu(Np) electron transfer 
will cause electron density to move strongly inside the perimeter while, if Anti Overlap 
Induction occurs, the probability of the same electron transfer will tend to zero. 
Regardless of what the case is, the motion of the two eu(Ns) pairs is correlated. This 
happens because process 1 for the first pair is coupled to the same process for the 
second through Overlap Dispersion as illustrated in Fig. 52 b. Hence, the key C1 defined 
by the principal bond diagram of Fig. 51 a is that corresponding to processes 1, 2, and 
3 shown in Fig. 52b. This simple picture says that one pair moves by attracting the 
other one. 

We can determine by calculation towards which of the two extremes our system 
finds itself by carrying out an MCSCF calculation with full geometry optimization 
and then examining the shape of the doubly occupied eu MO. If the hybrid 
AO's point strongly inside, we have manifestation of Overlap Induction and electron 
pair interstitialization (gasification) but, if there is weak inside, weak outside, or 
zero hybridization, we have manifestation of Anti Overlap Induction. We expect 
the tendency for interstitialization to increase as we go from a small cluster 
(like Be4) to the Be solid. The only relevant calculations which can be cited 
in connection with this problem are those of Whiteside at al. 13o). They find that tetra- 
hedrat is more stable than square planar Be4, something which is easily explicable 
through comparison of the two bond diagrams of Fig. 51: The T a has three t2 while 
the D4h species has only two e u incipient gas pairs. More interesting is the fact 
that the AO composition of the t z orbitals of the tetrahedral species implies that we 
are closer to Anti Overlap Induction because the admixture of radial 2p AO's in these 
orbitals is very small and it comes with signs that cause AO hybridization directing 
electron density outside the sphere containing the tetrahedron. Of course, these cal- 
culations were carried out with different aims in mind and not at a level which is 
sufficiently high to accurately locate the Be 4 cluster on the bonding spectrum delineated 
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Fig. 53. Gas pairs in B% and (RLi)4 systems 

here. As discussed elsewhere, correlation (gasification) of the al pair (described by 
superposition of additional bond diagrams) is expected to move tetrahedral Be4 
towards Overlap Induction. The unexpected analogy between (RLi4) and Be4 is 
illustrated in Fig. 53. 

14 Conclusion 

What have we accomplished by MOVB theory? We have replaced intuitive concepts 
like "Aromaticity", "'Hyperconjugation", and "Strain", etc. by a single interpretative 
framework and we have demonstrated what is wrong with these ideas. We have 
shown that there exist bonding mechanisms other than "covalent" and "ionic" 
which are employed by metal-containing molecules. 

Why did MOVB theory make all this possible ? Because it is a theory which projects 
how symmetry orchestrates the interplay of atom excitation and bond making and 
how there can be different types of bond making corresponding to different 
mechanisms of electron delocalization. Furthermore, it is a CItheory and only in the 
language of CI can concepts like dispersion, induction, etc., be expressed in a clear and 
pictorial fashion. 
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Why cannot other approaches do the same ? "Perfect" MO theory is not conceptually 
explicit. Part Two illustrates this problem. Its approximate version, EHMO theory, 
cannot be even applied to any of the problems of Parts Three, Four and Five 
because of the integral approximations made at this level (e.g. neglect of bielectronic, 
etc., terms). GVB theory cannot show explicity how symmetry controls the situation 
because if does not employ canonical symmetry orbitals. 

What made all this possible? In essence the University tenure system which permits 
"risky" research. The work described here advocates a non-approximate state view- 
point of chemical bonding and it represents a complete abandonment of the approxi- 
mate orbital viewpoint which we favored some ten years ago. 

What are the prospects? I have argued that "conceptual theory" is important 
because it can project one to the experimental frontier where explicit computations 
are impossible. With the completion of this work, we are now stepping on the 
threshold of problems which are at the focus for worldwide interest. One such 
problem is that of high temperature superconductivity. Noting that the highest T c 
within a transition series (except La) is observed for a metal which has the largest 
diatomic bond dissociation energy (V, Nb, Ta) 13~) and noting that the exciting high 
T c phases are copper oxides, we can immediately appreciate the potential role of 
the gas pair in normal and of the interstitial bond in high temperature superconductivi- 
ty. For large metal dimer bond dissociation energy implies strong Overlap Dispersion, 
i.e. highly stabilized gas pairs, and because one illustrator of Ionic Overlap Induction 
has been a copper oxide system drawn from biology! 

What are the final messages that we want to leave with the reader? First, organic 
chemistry is, by and large, the chemistry of overlap bonds but the way in which 
symmetry orchestrates such bonding is difficult to perceive by using conventional 
approaches. Second, there is no such thing as independent bond formation. The 
most important consequence of this is that a molecule having some covalent and 
some ionic bonds is not the "in-between" species chemists believe it to be: The 
covalent and ionic bonds are not independent to the extent that the latter set up 
an electric field to which the covalent bonds respond. The operationaly significant 
question then becomes: How can covalency benefit from the presence of a field? 
Our response to this are the concept of Overlap Induction. The need for such 
a conceptual development should be evident to every chemist who has realized that 
point charges placed on atoms do not reproduce the behavior of the composite 
system unless one deals with the limiting case of pure ionic bonding, a rather 
rare occurrence. 

A final thought: The concepts of  Overlap Dispersion and Overlap Induction 
owe their existence to a simple observation: The VB matrix element connecting two 
configuration can be thought of as the algebraic sum of two terms, A and B, 
where for appropriate choice of fragments, A is overlap-dependent and B overlap- 
independent. The first time this author realized the significance of this observation 
was when he attempted a VB treatment of aromaticity and antiaromaticity. 132) In 

etc. 
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wri t ing the three equivalent  conf igura t ions  of  a romat ic  cyclopropenyl  cation,  one 
realizes that  there exist two ways of  shift ing electrons in going from one to the other  
conf igura t ion  as i l lustrated below. In  this example,  the two "a r row push ing"  paths 
bo th  cor respond  to overlap terms, A and  B, which  add. In  the an t ia romat ic  case B 
subtracts  f rom A. A is a single an d  B is a doub le  (RET)  electron transfer.  
In a sense, it is i ronic that  a p rob lem ("a romat ic i ty" ) ,  which can  be s imply unders tood  
by means  of  Hucke l  M O  theory, prepared  us for cop ing  with p rob lems  (metal bonding,  
superconduct iv i ty ,  etc.) which are t reatable  on ly  at the level o f  "perfect"  theory. 
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Sufficient data are now available to study trends in the spectra of molecules on substitution with pro- 
gressively heavier atoms down the periodic table. We have chosen the carbonyls and ketches for 
review of the effect of replacement of the oxygen by sulfur or selenium and the nitriles for which there 
is information on substitution of nitrogen by phosphorus. The basic spectroscopy of  these chromo- 
phores is reviewed for the ground and electronic excited states, correlating observed trends and 
differences. Using this information, conclusions are drawn concerning the spectroscopic effects 
of substitution by heavy atoms. In particular, it is observed that such substitutions have predictable 
effects on the ground state but often surprising and interesting changes are found in the excited state. 
In most cases, more information can be gleaned from the electronic spectra of the heavy atom substi- 
tuted chromophores due to lower transition energies, stronger spin-orbit coupling effects and favor- 
able changes in excited state geometries. Future advances in our understanding of molecular spec- 
troscopy are likely to come from the pursuit of the spectra of other chromophores substituted with 
heavy atoms. 
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1 Introduction 

Periodic Group Relationships in the Spectroscop) 

The spectroscopy of polyatomic molecules has been extensively studied. In the micro- 
wave region, precise measurements of the rotational constants and derivation of the 
molecular structures of stable molecules, transient species, radicals, ions and van der 
Waats complexes have been widely explored ~). Such laboratory studies have been 
extended to the observation of the microwave emission lines of molecular species in 
the interstellar medium 2). In some cases, it has even been possible to assign 
interstellar lines to molecules which have not been observed in the laboratory 3). 
In the infrared, high resolution FTIR spectrometers and laser sources have made it 
possible to study the rovibrational energy levels of a large number of stable and 
unstable polyatomic species, yielding refined force field, centrifugal distortion and 
structural information. Electronic spectroscopy, in the UV-visible, has also developed 
rapidly since the pioneering interpretation of the rotational sub-band structure 
in the spectrum of formaldehyde in 1934 by Dieke and Kistiakowsky 4). Spectrographic 
Fourier transform and laser techniques coupled with powerful computer methods for 
the simulation and analysis of complex spectra have broadened our understanding 
of the excited states of molecules. Sub-Doppler resolution and the spectral simplifi- 
cation afforded by supersonic expansion cooling have pushed the frontiers of high 
resolution spectroscopy to larger and larger molecules. 

Molecular spectroscopy has been reviewed many times from many points of view. 
The comprehensive volumes by Herzberg s~ cover the vibrational and electronic 
spectra of polyatomic molecules in detail. Comparisons of molecules have generally 
been done on the basis of the type of  rotor (linear, symmetric, asymmetric top, etc.) 
in the microwave, the type of functional group in the infrared, and isoelectronic 
series in the UV-visible. Such correlations have proven to be extremely useful in 
studying the spectra of new compounds. 

One aspect of comparative molecular spectroscopy which appears to have received 
little attention is trends in the spectra of molecules on substitution with progressively 
heavier atoms down the periodic table, which we shall call periodic group relationships. 
For example, we might ask what effects are apparent in the spectra of aldehydes, 
RCHO, on substituting sulfur, selenium or tellurium tbr oxygen. On the one hand, 
we might predict that the ground state structures would be qualitatively similar for 
this series. In contrast, considerations of the electronic orbital energies suggest that 
the first electronic transitions would occur in substantially different regions of the 
electromagnetic spectrum. It has become increasingly clear in recent years that the 
spectra of molecules substituted with heavier atoms are not simple clones of the 
spectra of the lighter parent species. It is for this reason that we have chosen to attempt 
to correlate the diverse information available, in order to gain some insight into the 
spectroscopic trends on substitution by heavier atoms. Much of our interest in this 
topic comes from a parallel and often collaborative research effort on spectroscopic 
studies of the C = O, C = S and C = Se moieties. The many satisfying correlations and 
the more delightful sharp contrasts between these species have prompted us to examine 
the general trends for other functional groups. 

Unfortunately, spectroscopic data on conventional organic functional groups sub- 
stituted with heavy elements are limited. The primary reason for the lack of study seems 
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to be the instability of compounds containing multiple bonds between elements of the 
second and subsequent periods of the periodic table 6). In general, the instability is with 
respect to polymerization, so that studies of the monomer are only feasible in 
matrices or at low pressures in the gas phase. Microwave spectroscopy has been 
extensively employed in the detection, yield optimization and determination of the 
molecular structures of such transient gas phase monomers. Of particular note are 
the extensive investigations by Kroto and co-workers which he has eloquently describ- 
ed in a published Tilden lecture 7). Infrared spectra have been observed for fewer of 
these unstable species and the least data are available in the UV-visible region. 

Out of  the substantial number of  simple functional groups known in organic 
chemistry, we have chosen three for this work: the carbonyls R 'R"C=O,  the 
ketenes R ' R " C = C = O  and the nitriles, R C - N .  At this time, there do not appear 
to be sufficient spectroscopic data on periodic group relationships for other chromo- 
phores to warrant attempting to draw any general conclusions. 

1.1 Scope 

This work is, by necessity, selective rather than exhaustive. It is not mean as a general 
review of the literature but rather an overview of the various conclusions which can be 
drawn from many diverse pieces of data. We have limited consideration to the spectra 
of simple molecules observed in the gaseous state, for which the effects of inter- 
molecular interactions are minimal. Primary attention has been devoted to micro- 
wave, infrared and UV-visible spectra, although the results of Raman, photoelectron, 
millimeter-wave and other spectroscopic techniques have been included where 
appropriate. We have also attempted to correlate spectroscopic results with general 
chemical notions of bonding and molecular orbital theory. 

2 Carbonyls, Thiocarbonyls, and Selenocarbonyls 

The spectroscopy of formaldehyde has been reviewed by Moule and Walsh s) 
and more recently by Clouthier and Ramsay 9~. The assignments of the electronic 
transitions out to 100,000 cm -1 (100 nm) have been surveyed in some detail by 
Robin lo). Other excellent sources include Herzberg 5) and a review of the photo- 
physics of formaldehyde and the carbonyls by Lee and Lewis 11). The spectroscopy 
of the simple thiocarbonyl compounds and their photophysical behaviour has been dis- 
cussed by Steer 12). As these studies provide an excellent source for an understanding 
of the dynamics of  the CH20/CH2S pair, the emphasis in the present work will be on 
the recent developments in the spectroscopy of CHzSe, the aliphatic carbonyl and 
thiocarbonyl compounds, and the formyl and thioformyl halides. Many of the simple 
thiocarbonyl compounds are unstable. Only recently have they been detected by the 
technique of flash pyrolysis. In this method a molecular precursor such as a cyclic 
dimer or trimer is passed at low pressures through a tube furnace where it is 
pyrolyzed into fragments which flow directly into a laser excitation cell or a multiple 
pass absorption cell. Detection of the unstable species is through its absorption or 
laser excitation spectrum. The method does require that the thiocarbonyl compounds 
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be sufficiently long-lived that a steady state concentration is achieved. This require- 
ment places a lower limit on the lifetime of the molecule of about one second. 

2.1 Formaldehyde, Thioformaldehyde, Selenoformaldehyde 

CH20: The emission from formaldehyde was detected as a pale blue glow in the 
cool flames of ether by Sir Humphrey Davy ~a) in 1817. The spectroscopy of formal- 
dehyde began some 109 years later when Emeleus 14) succeeded in obtaining a 
photographically recorded ultraviolet spectrum. This molecular system has now 
become the prototype for many types of spectroscopic studies. This is partly because 
of the ease with which the molecule can be synthesized, and partly because the 
analysis of the electronic spectra is a tractable yet nontrivial problem. 

CH2S: The prototype molecule for the thiocarbonyl series, CH2S , has received a 
great deal of experimental and theoretical attention in the last ten years. Spectroscopic 
studies on this interesting species have been impeded by the fact that the molecule 
is unstable in the gas phase under laboratory conditions. It must be synthesized through 
pyrolysis or photolysis and detected immediately after it is formed. The molecule is 
sufficiently long lived, under low pressure conditions, that its spectrum can be recorded 
in absorption by flowing it into a large volume multiple reflection cell directly from a 
pyrolysis system. It can also be studied under supersonic jet conditions. In these 
experiments, the precursor compound is mixed with He or Ar at a pressure of 
2 to 3 atmospheres and pyrolyzed before it enters the jet chamber. From an experi- 
mental point of view, studies of the molecule in the vapor phase present few diffi- 
culties, except for the vacuum ultraviolet region, where the pyrolysis side-products 
absorb and interfere. A number of precursor compounds have been used to generate 
CHzS. The order of preference appears to be; C3H6S (trimethylene sulfide), (CH3)2S 
(dimethyl sulfide) and (CH2S)3 (s-trithiane). Cracking temperatures for the pyrolyses 
range from 750-850 °C. Thioformaldehyde was first detected xs) as a fragment in a 
mass spectral study of the pyrolysis products of polymethylene sulfide. At about 
the same time, Callear et al. 161 flash photolyzed a group of sulfur-containing mole- 
cules and observed a transient absorption at 212 nm which they attributed to CHaS. 
Unambiguous identification of the species came in 1970 with the microwave study 
of Johnson and Powelt 17) 

CHzSe: The preparation of stable aliphatic selones was first reported in 1976 by 
Bartow and coworkers is). They found it was possible to stabilize these molecules in 
the liquid phase by attaching bulky substituents such as the t-butyl group or ring 
structures directly to the selenocarbonyl function. Halogens are known to stabilize 
the thiocarbonyl group, and the same year Haas et al. w~ reported the properties of 
monomeric selenocarbonyl difluoride, CF2Se. Selenoacetaldehyde 2o) and seleno- 
formaldehyde 21) were detected in the gas phase somewhat later by the combined tech- 
niques of photoelectron and microwave spectroscopy. 

2.1.1 The Ground State 

Formaldehyde, thioformaldehyde and selenoformaldehyde are planar molecules 
with C2v symmetry. Structural parameters have been derived from the microwave 
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data;  they are collected together in Table 1. Brown and coworkers 22) observed the 
microwave spectra of  six isotopic species o f  selenoformaldehyde and derived a sub- 
stitution structure from the rotational constants. As the A constant could not be 
determined accurately from the spectrum, the planarity constraint I A = I c - -  I B was 
used. 

Table 1. Ground state structural parameters? 

Structural CH20 ~ CH2S c CH2Se d 
parameter 

r(C = X) b 1.2072(5) 1.6 i38(4) 1.7531 
r(C-- H) 1.117 l ( 1 0 )  ].0962(6) 1.0904 
,,~ (HCH) 116.23(10) 116.26(10) 117.93 

a in A or degrees, b X = O, S or Se. Or, ref. 9. d r ,  ref. 22. 

Under the symmetry operations of  the Czv point group, the six fundamental vi- 
brational modes of  CH20 transform as: 

F v = 3a 1 + b i + 2b z 

The three totally symmetric modes vl(CH ), v2(C = O )  and v3(HCH ) give rise to type-A 
infrared bands, while the in-plane antisymmetric modes vs(CH) and v6(HCO ) generate 
type-B bands in the spectrum. The out-of-plane wagging mode v 4 gives rise to a 
distinctive type-C band. Figure 1 shows a representation of  the CH2X molecule, 
the symmetry axes and the principal axes. 

X Z(a) 

It 

H H X(c) 
Fig. 1. The molecular structure of the CHzX molecule, X = O, 
S, Se, including the symmetry and principal axes 

The six fundamental bands o f  formaldehyde and thioformaldehyde have been 
analyzed by a combination o f  infrared and laser Stark techniques. The vibrational 
frequencies of  CH20,  CDzO, CHDO,  CHzS and CD2S have been collected together 
by Clouthier and Ramsay 9) and are given in Table 2. At  this time the ground state 
vibrational spectrum for CHzSe has not been observed, al though hot bands have 
been recently discovered z4) in the LIF  spectrum of  CH2Se/CDzSe. Ab  initio values z3) 
have been derived using a double zeta basis set, plus polarization functions. The 
scaled values for the fundamentals are given in Table 2. 

172 



Periodic Group Relationships in the Spectroscopy 

Table 2. Ground state vibrational frequencies? 

Mode Approx. CH20 ~ CHDO b CD20b CH2S b CD2S b CH2Se c CD2Se d 
description 

vl(a~) CH stretch 2782.5 2120.7 2055.8 2971.0 2158.5 2988 -- 
v2(at) CX stretch e 1746 .0  1724.3 1701.6 1059.2 936.2 901 d 788 
v3(at) HCH bend 1500.2 1400.0 1105.7 1457.3 1171.8 1397 --  
v,(bt) wag 1167.3 1058.8 938.0 990.2 781.2 9780 768 
vs(b2) CH stretch 2843.5 2844.1 2159.7  3024.6 2262.7 3059 -- 
vr(b2) HCH rock 1249.1 1028.4 989.3 991.0 757.4 914 --  

in cm -1. b ref. 9. ¢ ref. 23. d ref. 24. ' X = O, S or Se. 

2.1.2 The Sz(n , rc*) Excited State 

In absorpt ion,  CH20  displays a many-banded  spectrum in the near-ultraviolet  region, 
which extends from 353 to 230 nm. Figure 2 shows the system under low resolution. 
Rota t ional  analyses of  several o f  the s t ronger  bands o f  CH20  were accomplished long 
before the details of the vibrat ional  structure were fully understood.  In a pioneering 
study, Dieke and Kist iakowsky 4) photographical ly  recorded the CH20  spectrum 
at high resolution and established rota t ional  assignments and the spectroscopic 
constants for several of  the combining vibronic  states. They were able to determine, 
for the first time, a set o f  structural parameters  (bond lengths and bond angles) for the 
ground electronic state. Moreover,  they demonst ra ted  that  the electronic moment  
for the transit ion was directed perpendicular  to the C = O  bond direction. This 
information was used to establish the identi ty o f  the n and re* molecular  orbitals  
involved in the excitation process. 

The ground electronic configurat ion o f  C H 2 0  can be writ ten: 

. . .  (~)2(n')2(rO2(n) 2 XZA 1 

where n is the nonbonding orbital  localized on the oxygen center and is o f  b 2 
symmetry, ~ is the carbonyl bonding orbi tal  o f  b~ species, and n'  is the second non- 
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Fig. 2. Low resolution absorption spectrum of CH20 
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bonding a~ orbital. In the lowest energy excitation process, the outermost electron 
in the n orbital is promoted to the lowest antibonding orbital n* in the carbonyl 
group. The electron configuration and the overall symmetry for the upper state 
become: 

. . .  (cr)~ (n')~(n)~(n)~ (n*) z .~A~ 

A schematic representation of the valence n, n, n' and n* molecular orbitals is given 
in Fig. 3. The selection rules for electric dipole radiation do not permit the ~ A ~  and 
A~Az states to combine. As a result, the 0 ° transition is formally electric dipole 

M ~ forbidden. ( b denotes a vibronic transition involving "a"  quanta in the upper 
state and "b"  quanta in the lower state, while a level is designated M ~. In the case 
of the 0--0 origin transition, the mode is labelled 0 and the transition 0°.) 

Aside from the intensity in the n ~ n* system which arises from allowed magnetic 
dipole transitions, the other source for the oscillator strength comes from vibrational- 
electronic coupling (Herzberg-Teller interaction). Molecular motion in CH~O 
results in a breakdown of the Born-Oppenheimer separation of the electronic and 
vibrational wavefunctions. As a consequence, the wavefunctions of the antisymmetric 
in-plane vibrations v5 and v 6 of bz species'couple with the electronic wavefunction of 
the A~Az state to form vibronic states of B~ species. These vibrational levels attach 
to the 0 ° zero-point energy of the ~:Az state to form 5 ~, 5 ~, 6 ~, etc., vibronic states 
which couple to the higher valence and Rydberg electronic states of the molecule. 
It is through this dipole-dipole mixing that intensity is induced into the first ab- 
sorption system. The direction of polarization is that of the donor transition, in this 
case, ~B~ ~ X~A~. Bands resulting from the activity of single quanta of v~ and v 6 
would be x polarized and would follow type-C rotational selection rules. Likewise, 
the antisymmetric vibration va of ba species couples the ~ A  z state with higher B~ 
electronic states. This provides for y polarized intensity and type-B bands. These 
possibilities are shown schematically in Fig. 4. Both x and y polarized transitions are 
perpendicular to the C=O bond direction z. The weakness of the absorption system 

2b2(n) 2bl(r¢") 

5Ctl(n 1} lbl(n) 
Fig. 3. A schematic representation of 
the ~r, n, n '  and n* MO's of CH20 
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0 o 

magnetic-dipole 
Z (type -A) 

Oo I 

51 or  61 ~ ~ ' -B~ V 

"s or ~,6(bz) / 
, B r l  / 
,t, I ....... 

X (type-C) Fig. 4. Possible vibronic transitions in the 
NtA 2 , - -  XtA 1 electronic transition of CH2X 
molecules 

and the observation by Dieke and Kistiakowsky 4) of perpendicular polarization is 
consistent with a forbidden electronic transition made allowed by vibronic coupling. 

The interpretation of the vibrational fine structure in the formaldehyde spectrum 
developed more slowly. Aside from the well developed progressions in a frequency 
of 1182 cm -~ which were assigned to the v~ carbon-oxygen stretching mode, the 
other intervals observed in the spectrum were not readily interpreted. The hot bands 
did not form intervals which correlated with the ground state vibrational frequencies. 
Furthermore, the band structure in absorption and emission did not display the 
expected mirror image relationship. The major problem was the abnormally small 
vibrational spacing of t25 cm -~ which separated the first two bands in the spectrum. 

The way out of these difficulties was pointed out by Walsh 25) and was worked out in 
more detail in a brilliant analysis by Brand 26). A correlation diagram of the one 
electron MO energy (Walsh Diagram) for formaldehyde shows that the rc* orbital 
becomes more stable when the OCH or HCH angles distort from the planar 120 ° 
configuration to a 90 ° right pyramid. (Watsh's rules work on the principle that s orbitals 
are more stable than p orbitals with the same quantum number). As the molecule 
distorts from the plane, the form of the n* orbital changes from a pure p atomic 
orbital on the carbon center to an sp ~ hybrid which results in a decrease in energy. It 
is the presence of the electron in the n* orbital which is responsible for the non-planar 
structure of . ~A  z formaldehyde. 

A nonplanar molecule would have two distinct equilibrium configurations which 
are related to each other by an inversion of the nuclei. The potential function for the 
out-of-plane displacement of the oxygen atom would contain a double minimum, with 
the height of  the central barrier providing a measure of  the stability of  the molecule 

No Intermediate Infinite 
Barriei- Barrier Barrier 

v. .... 

2 . . . . . . . . . . .  1 ÷ 

I I I 
- 0 + O + - 0 + 

8 # 8 

Fig. 5. Correlation diagram for the energy levels of rigidly planar and flexible nonplanar structures 
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brought about by the nonplanar distortion. Figure 5 shows the correlation of the 
energy levels for a planar, slightly nonplanar and rigidly nonplanar molecule. 

It is clear that the vibrational quanta for out-of-plane bending are highly an- 
harmonic, with the spacing between the levels displaying a small-large-small behavior. 
When the height of the barrier is increased, this anharmonicity increases and the 
v = 0 and v = 1 levels draw together. In the high barrier approximation these levels 
become degenerate and they are labelled 0 ÷ and 0- .  They become the first two mem- 
bers of  the inversion manifold. 

A number of  different empirical functions have been used to fit double minimum 
potentials. The most popular model function contains three adjustable parameters: 

V(Q) = Q2/2 + A exp (--a2Q 2) (1) 

and may be considered to be a Gaussian function superimposed on a quadratic 
potential. Eigenvalues for this problem have-been tabulated by Coon, Naugle and 
McKenzie ZT) in terms of a reduced frequency, a variable barrier height and a shape 
factor. To transform the normal coordinate Q to the internal coordinate (the angle 
between the CO bond and the projection of the line bisecting the HCH angle) the 
differential relationship is often used: 

dQ = G ~  2 dO (2) 

This expression allows for the variation of  the reduced mass as a function of  0, and 
takes account of the fact that the coordinates of  the large amplitude bending mode 
are curvilinear, rather than rectilinear. In the excited state, formaldehyde is a 

4 1  ~ I  ^e  X LV X 1-v - ^ev 
"J ~ ~ 2  Ul u2 " '~1 

I\i /A,tx b ,,by-AV 
o ° ~ A ~ .  - 

o! 1 i yli 
3, ! !'?! ! 

Fig. 6. The allowed vibronic transitions between a planar ground state and a nonplanar exerted 
electronic state 
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floppy-flexible molecule 2s) and the symmetry of the vibrational wavefunctions 
must be classified according to the operations of the nonrigid point group, G4. As 
this group is isomorphous with the Czv point group, it is possible to use the At, A2, 
B 1 and B 2 symmetry symbols to designate the symmetry species. 

The possible vibronic transitions between a planar X1A 1 electronic state and a 
nonplanar .~IA z excited state are illustrated in Fig. 6. The potential for the Q4 mode 
is shown as a single minimum function for the ground state and as a double minimum 
function for the excited state. Quanta of the in-plane antisymmetric modes v 5 and v 6, 
are symbolized by the 51 level. Since the levels 1 ~, 2 ~, 3 a, etc. attach to the 41, 51, 61, 
etc. states without altering the vibronic symmetry, they are not illustrated in the 
diagram. 

The A~A z ~ X~A i transition is forbidden by electric dipole radiation, although 
magnetic dipole and electric quadrapole transitions are possible. Among the strong 
perpendicular bands in the UV spectrum Dieke and Kistiakowsky 4) noted a few 
weaker bands of very different contour which they assigned as type-A (parallel 
polarization). These bands, which bear the assignment 0~ and 4~, are allowed by the 
vibronic selection rules. From a variety of  experimental data and the process of eli- 
mination. Callomon and Innes 29) assigned these features to magnetic-dipole tran- 
sitions. Figure 7 shows a typical type-A band. 

b,J 
(_.) 
Z 

r n  
Or" 
0 
(f ' )  
r 'n  

i i 

I 

Z/0 28730.5  crn -1 
I I ! I I l 

28740 28755 28750 28725 28720 28715 

WAVENUMBER (cm -I) 

Fig. 7. The type-A band 42 of CH20 

The type-B bands of y polarization give rise to the bulk of the intensity of the near 
UV system. The responsible vibronic coupling mechanism, which is illustrated in 
Fig. 4, allows odd quanta of the out-of-plane vibration, v4, of b~ species, to attach 
to the origin to form pseudo-origins of B 2 vibronic symmetry. These vibronic tran- 
sitions owe their intensity to a borrowing (or stealing) of oscillator strength from 
allowed transitions to higher electronic B 2 states. The first Rydberg transition, which 
bears the orbital assignment n --, 3s, is of the correct symmetry and appears to have 
sufficient strength to be the source for the intensity of the type-B system. The bands 
of x polarization are somewhat weaker. A mixing of  the nn* state with the n'n* state 
of B~ symmetry via the v5 and v6 vibrations of b2 species would account for the x 
polarized intensity and for the type-C bands. 
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The Franck-Condon  consequences o f  a p lanar  ground electronic state combining 
with a nonplanar  excited state are that  the normal  coordinate which most closely 
corresponds to the coordinate which defines the structural  displacement wilt be active 
in the spectrum. In this case, it is the out-of-plane mode v 4. Odd quanta  o f  v 4, viz., 
4~, 4 3, 4 °, etc. wiI1 appear  as type-B bands whereas the 0o °, 4o z, 4~, etc. transit ions will 
give rise to type-A (magnetic dipole) bands.  The 125 cm -~ interval between the first 
band (type-A) and the second band (type-B) which have assignments o 1 00 and 40 respec- 
tively, is then the separation between the first two members of  the inversion doubling 
manifold  0 ÷ - - 0 - .  These bands act as sub-origins for extensive progressions in 
v2, the carbonyl  stretching mode.  Figure 2 shows the arrangement.  A similar pro-  
gression in v 2, o f  C-type bands, attaches to a s.ub-origin at + 2968 cm-1.  This interval 
was assigned to the antisymmetric CH stretching mode v s. The v 3 mode, H C H  bending, 
does not  appear  to be active. It has been detected, however, as a per turbat ion on the 
2141 level. Table  3 gives the vibrat ional  frequencies for formaldehyde and its isoto- 
pomers  in the ,~IA 2 state. 

Table 3. Vibrational frequencies a for the AIA 2 state, b 

Mode Approx. CH20 13CH20 CHDO CD20 CH2S CD2S 
description 

v1(al) CH stretch 2846 -- 2154 2079 3034 2139 
v2(al) CX stretch ~ 1183 1158 1189 1175 820 771.3 
vs(al) HCH bend 1293.1 1290 -- -- 1316 1013 
v4(bl) wag d 124.5 123.1 96.1 67.0 371.1 275.3 
vs(b2) CH stretch 2968.3 -- 2923.9 2234 3081.3 2324.9 
v6(b2) HCH rock 904 899 777 706 799 599 
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Fig. 8. Potential curves for the out-of-plane bending of CH20 and CH2S 
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Table 4. Inversion levels and structural parameters for the ,~IA 2 state? "b 

CH20 13CH20 CD20 CH2S CD2S 

T O 28188.2' 28302.5 c 16394.6 16483.5 
4 o 0.0 0.0 0.0 0.0 0.0 
41 124.5 123.1 67.0 371.1 275.3 
42 542.3 535.9 386 834.8 618.5 
43 947.9 936.6 667.1 1 342.3 1005.5 
44 1429.3 1412.4 1015 1881.4 1430.5 
r(C = X) a 1.323 1.331 1.328 1.682 1.707 
r(C--H) 1.098 1.095 1.I 05 1.077 1.076 
K(HCH) 118.4 118.2 118.2 120.7 120.4 
0(rain.) 34.0 33.9 33.3 0.0 0.0 
barrier 350.3 347.9 333.2 0.0 0.0 

a in cm-l, A, and degrees, b ref. 9. c from 4 o + 41 . o X = 0 or S. 

Jones and Coon 30) fitted the inversion level data with the quadratic-Gaussian model 
function Eq. (1). They obtained a barrier height o f  336 cm -1 for the AtA2 state and, 
from Eq. (2), an out-of-plane angle of  33.6 °. The potential function has been further 
refined by allowing the HCH angle and the CO and CH bonds to vary as the carbonyl 
bond swings away from the molecular plane. The most detailed o f  these calculations 
are those of  Jensen and Bunker 31) who made use o f  a semirigid-invertor Hamiltonian 
in which the rotational-inversion motions were treated simultaneously. Their results 
are presented in Table 4 and Fig. 8. 

Judge and King 323 recorded the visible absorption spectrum of  thioformaldehyde 
under conditions of  long path length. Figure 9 shows a low resolution spectrogram. 

The first bands in the spectrum were found to have a characteristic double headed 
appearance, and were assigned without difficulty to the T1 ,-- So triplet singlet n -~ re* 
system. At somewhat higher energies, (16 394 cm-~), the CH2S spectrum displayed a 
band which has the line-like head characteristic o f  a type-A transition. The Hz/D 2 
isotope effect identifies this band as the 0o ° transition of  the S 1 ,-- S o system. It was 
assigned to the pure magnetic dipole transition. A somewhat stronger band at 
+ 371 cm -1 was observed which bears the K-type sub-band structure of  a perpen- 
dicular transition. This was shown to be a type-B band and was assigned to 4~. The 
observed interval is (0-) - -  (0+). These bands are not too dissimilar in appearance 
to the 0 ° and 4o ~ bands in CHzO. A major difference is their intensities. In formal- 
dehyde, the 4~ Herzberg-TeUer band has many times the strength o f  the magnetic 
dipole band. Here they have comparable intensities. As the strengths o f  the magnetic 
dipole transitions in CHzO and CHzS are expected to be similar, the differences 
in band intensity would have to be related to different vibronic coupling efficiencies 
in the two molecular systems. 

All three band types are found in the spectrum of  CHzS. What is unusual is that 
Judge and King 33), in 1979, were able to bring the vibrational analyses o f  the excited 
state of  ,g~lA 2 thioformaldehyde to a level which surpassed that o f  the lower ground 
electronic ~1A1 state. Vibrational frequencies for the CH2S/CDzS pair are collected 
together in Table 3. Of  interest are the levels of  the wagging mode v 4. The intervals 
contained in Table 4 display the small-large variation expected for a large amplitude 
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vibration. A fit of  this data to the invertor-rotational Hamiltonian shows that the 
potential does not contain a central barrier. That  is, the molecule is planar in its equi- 
librium configuration. This is in contrast to the 350 cm -~ barrier and 34 ° out-of-plane 
angle o f t he ,~A2  state o f  CH20. Structural parameters based on the rotational analyses 
o f  the 0 ° bands of  CH20/CH2S are given in Table 4. 

2.1.3 The Tl(n, n*) Excited State 

Among the weak bands on the long wavelength side of  the near ultraviolet system 
of  formaldehyde, Cohen and Reid 34) and shortly thereafter Brand 26) observed a few 
bands which had a rotational profile which was different from the other bands of  the 
singlet-singlet system. From their temperature insensitivity, these bands were assigned 
to the triplet-singlet, fi3A2 ,-- ~IA1 transition. A powerful technique for distinguishing 
bands of  triplet multiplicity from singlet bands is magnetic rotation spectrocopy. In 
this method an external magnetic field is applied along the axis of  an absorption cell. 
The plane of  polarized light is rotated by singlet-triplet transitions in the presence of  a 
magnetic field. Since singlet-singlet transitions are unaffected by magnetic fields, 
the two systems can be separated from each other by introducing crossed polarizers 
at the ends o f  the cell. The result is that the singlet-triplet bands have the appearance 
of  an emission spectrum, whereas the singlet-singlet spectrum is totally extinguished. 

According to the spin selection rule AS = 0, the singlet-triplet transition is 
forbidden. Intensity is introduced through a higher order coupling of  the spin and or- 
bital parts of  the wavefunctions. Hougen as) has described the effect of  spin-orbit 
coupling on the rotational structure. Formaldehyde lacks axial symmetry about the 
z(C = O) direction, and the electronic orbital angular momentum is not defined. The 
spin couples only weakly to the principal inertial axes (Hund's  case b coupling), 
yielding three close-lying spin levels, FI, F 2 and F3, for a given rotational state. Birss 
and coworkers 36) have analyzed the rotational structure. They observed that the 
main contribution to the intensity of  the rotational profile came from S, Q, and O 
form branches (AN = +2 ,  0 , - -2 )  which were superimposed on parallel AK = 0, 
type-A sub-origins. That is, the upper triplet wavefunctions act as if they have Al 
symmetry. In the case of  the 4~ band of  CH20,  very weak branches with AK = + 2 

Table 5. Inversion levels a and structural parameters for the fi3A 2 state. 

CH20 c CD20 c CH2 Sc CDzS ~ CH2Se a CD2Se d 

T o 25194:3 2 5 3 1 2 . 9  1 4 5 0 7 . 4  1 4 6 1 3 . 5  12171 .0  12262.7 
4 o 0.0 0.0 0.0 0.0 0.0 0.0 
41 36 9.9 311.8 222.7 297 208 
4 z 538.2 448.8 711 516 681 493 
43 777.2 569.5 1126.2 828.9 1074 793 
44 1175.0 889.4 1544.1 1148 1475 1104 
r(C=X) b 1.307 1.316 1.683 1.686 -- -- 
r(C--H) 1.084 1.077 1.082 1.083 -- -- 
~(HCH) I21.8 121.5 119.3 119.2 -- -- 
0(min.) 41.1 43.0 11.9 13.0 -- -- 
barrier 775.6 769.0 4.1 5.7 13.1 16.2 

in cm -1. b X = O, S or Se, ~ ref. 9. d ref. 24. 
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were observed. According to the Hougen expressions, the intensities in these branches 
depend upon a transition moment  which is perpendicular to the z axis. The experi- 
mental intensity ratio of  the perpendicular to parallel components was estimated to be 
0.1. This observation indicates that it is the mixing of  the ~3A2(n, ~*) state with the 
aA~(~, ~*) state which is responsible for the parallel component of  the band strengtth. 
The pathway for the perpendicular part of  the band is believed to come from the 
~Ba(n', rt*) valence state. Structural parameters for ~iaA2 formaldehyde are given 
in Table 5. 

The selection rules for vibronic transitions in a triplet-singlet transition do not 
allow for the activity o f  single quanta o f  the antisymmetric v 4, v 5 and v 6 modes, 
although double quantum additions are possible. For  this reason, vibrational infor- 
mation for the ~3A 2 states is sparse. Table 6 gives the available vibrational fre- 
quencies. 

Table 6. Vibrational frequencies ~ for the ~3A 2 state. 

Mode Approx. CH20 c CD20c CH2S c CD2S c CH2Se a CD2S ed 
description 

v2(al) HCH bend -- -- 1320 1012 1312 996 
v3(a 1) C=X stretch 1283 .0  1249.3 859 798 704 667 
v4(bl) wag * 538.2 448.8 711 516 681 -- 
v6(b2) HCH rock r . . . .  812 563 

incm-l .b X =  O, SorSe. ° ref. 9. d ref. 24. e 4 z.f 62/2. 

Figure 9 shows that the singlet-triplet spectrum of  thioformaldehyde has about 
the same strength as its companion spin-allowed system. The C = S stretching mode 
was observed to be strongly active at +859/798 cm -1 in the CH2S/CDzS pair. In 
contrast to formaldehyde, the H C H  mode appears clearly in the spectrum as a weak 
band at + 1320/1012 cm -1. While the double quantum of  the out-of-plane mode, 
42, in the two isotopomers was sufficient to establish the form of  the V 4 potential, 
additional inversion levels would be desirable. The application of  the rigid-bender 
model yielded a low central barrier o f  4.1 cm -1 and an out-of-plane angle of  
11.9 degrees. The potential function for nonplanar  distortion is broad and flat at its 
base with a central maximum well below the zero-point level. Rotational analyses 37~ 
of  the 0o ° bands of  CH2S and CD2S led to the structural parameters of  Table 5. Figure 10 
shows a photograph of  the origin band o f  CHzS recorded under high resolution and 
the rotational assignments. 

A weak absorption spectrum between 825 and 695 nm was observed by Judge and 
Moule 38) in the pyrolysis products o f  dimethyl selenide (CH3)2Se. The carrier was 
found to be a thermally unstable species and was identified from its band spectrum 
as selenoformaldehyde. The vibrational fine structure was consistent with that of  a 
singlet-triplet transition. The spectrum was assigned to the ~3A 2 ,-- )(IA~ transition. 
Glinski et al. 39) recently observed this same electronic transition as a phosphor-  
escence emission spectrum which was generated from a reaction of  molecular fluorine 
with dimethyl selenide. Figure 11 shows the spectrum. 
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Fig. I1. Chemiluminescence spectrum 
of CH2Se from the (CH3)2Se--F 2 reac- 
tion 

The strongest bands in both the long path length absorption and the emission 
spectra were observed at 12171 cm - t .  From the mirror image relationship these 
bands were assigned to the 0 ° transition. Recently ~), an excitation spectrum has been 
recorded at high sensitivity. Figure 12 shows the spectrum. Quantum additions of  
v2(HCH), v3(CSe), 2v 6 and 2v4 were observed to attach to the origin. The most 
interesting feature in the excitation spectrum is the weak structure observed between 
13900 and 14000 cm - t .  The 20 to 30 cm -~ intervals are correctly spaced for the 
K-type sub-bands of  a perpendicular transition. As vibronic-spin-orbit selection rules 
preclude the appearance of  such transitions in the triplet-singlet spectrum, this struc- 
ture is assigned to the singlet-singlet 40 ~ band. 
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Fig. 12. The laser excitation spectrum of CH2Se. The inset is a higher sensitivity scan of the 
S 1 ~ S O 401 Band 
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2.1.4 Higher Excited States 

The electronic states of CHEO have been reviewed by Robin lo) and by Clouthier and 
Ramsay 9) and will not be treated here in detail. The first study of the vacuum UV 
spectrum was done by Price 4n in 1935. He observed many line-like bands which 
could be fitted into two Rydberg series which converged on a common limit. These 
progressions were assigned to the promotion of the n electron to the Rydberg 
3s, 4s . . . . .  3p, 4p . . . . .  orbitals. Under conditions of  higher resolution, the transitions 
to the 3p orbitals could be resolved into two separate band systems, with the lower 
energy member displaying a double headed band contour which is characteristic of  a 
type-A band. This series can be assigned as terminating on the Pr Rydberg component. 
The more diffuse neighbor would be the result of  a promotion to the Pz Rydberg 
component. The transition to the third component 3px is electric dipole forbidden. 
Lessard and Moule 42) observed two sharp bands in the 143 nm region of the CD20 
spectrum which had type-C rotational profiles. These were assigned to the Herzberg- 
Teller active antisymmetric modes, v, and v 6 which were attached to the 0 ° level. From 
frequency estimates for these modes, they predicted the origin of the n-- ,  3px 
transition to lie at 67779 cm -1. Recently, Taylor et al. 43~ observed in a high reso- 
lution electron scattering experiment a peak at 8.374 eV (67539 cm-1), which they 
assigned to an electric quadrupole transition terminating on the 0 ° level of the 
1A2(n, 3p,) Rydberg state. The discrepancy between the two frequency estimates 
for the n ---, 3px third Rydberg transition could be cleared up by observing the two- 
photon multiphoton ionization spectrum, as pointed out by Robin io). In the two- 
photon experiment, the 0o ° transition is allowed and should give rise to a strong 
band. 

The CH=O absorption in the 175 nm region is dominated by a strong band which was 
assigned by Allison and Walsh 44j to the Rydberg transition derived from n ~ 3s 
excitation. In addition to the normal vibrational fine structure at + 1577 and 
+ 2660 cm-1, which was assigned to the 21 and 11 vibrational quanta, diffuse bands 
appeared at + 346 and + 822 cm -~. These intervals are too small to be accounted 
for by harmonic vibrations. It has been suggested 8) that the upper electronic state is 
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Fig. 13. The energy loss spectQ:m of CH20 in the 4.6-7.0 eV region 
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nonplanar, thus giving rise to strongly anharmonic vibrations in v4, or that it is 
distorted from C2v geometry along the y direction with a double minimum in the v6 
potential. The ab initio calculations of  Bell and Crighton 45) predict no such change 
in frequency for the antisymmetric vibrations. The low frequency structure must 
involve an unusual perturbation in the B1B z Rydberg state. Excitation from the n 
orbital to the c~* orbital has long been thought to give rise to an absorption in the 
170 nm region. Theory 46) has placed this transition at 96 to 104 nm, and it is expected 
to appear as a shape resonance. 

A many banded absorption is observed in the 144-136 nm region which broadens 
and shifts to longer wavelengths with the addition of  a high pressure of  inert gas. The 
calculations of Langhoff et al. 47) assign this system to an excitation from the second 
nonbonding n' (al) orbital to the antibonding r~* (bt) orbital. The presence of the 
overlapping 3p and 3d Rydberg transitions obscures this part of  the spectrum and as a 
result definitive vibrational assignments have not been made. 

The identification of the r~ ~ ~* system in the short wave length absorption 
spectrum is one o f  the unanswered questions in the spectroscopy of formaldehyde. 
The most detailed calculations place the transition at 87270 cm -~ (I0.82eV). 
Because the 1A 1 state is calculated to lie above the first ionization potential, it would 
be autoionized by its ionization continuum. Theory 48) also predicts that the molecule 
is unbound along the CO coordinate in the upper state. 

A number of triplet levels have been observed under high resolution electron im- 
pact 43). As illustrated in Fig. 13, the 4.83 to 6.73 eV region displays an extensive 
progression of bands in an interval of 855 cm -1, which was assigned to the CO 
stretching mode, v 2. A Franck-Condon calculation based on the intensity distribution 
shows that the CO bond undergoes an increase of  +0.21 A on electronic excitation. 
In the n ---, rt* promotion, an electron is lifted from a nonbonding into an antibonding 
~* orbital. The bond order of the CO group drops from 2.0 to 1.5. This is accompanied 
by a decrease in v2 from 1746 to 1183 cm -1 and an increase in r (C=O)  of 0.116 A. 
The large increase in bond length and the low vibrational frequency establishes the 
responsible state as ~3A2(~, 7Z*). 

The major experimental difficulty with the UV and vacuum UV studies of the 
CH2S/CH2Se species is the chemical instability of  their ,'~lA1 ground states. These 
compounds must be synthesized and then immediately observed in a fast flow system. 
By its very nature, the pyrolysis reaction produces a complex mixture of side products. 
While these impurities are usually transparent in the visible and near IR, they do 
interfere and obliterate the far UV region below 200 nm. Because of  the high oscillator 
strength, it is possible to record the spectrum of CH2S with a 10 cm cell. A spectro- 
photometer recording is shown in Fig. 14. The onset of the absorption is characterized 
by an extensive system of bands 49) which can be grouped into a progression of 
11 members in a frequency interval of  483 cm -1. The low energy members were 
observed to have discrete rotational fine structure. In appearance, this spectrum is 
very similar to the electron scattering spectrum of CH20, Fig. 13, as the assignment 
is to the same valence excitation ~ - ,  n*. However, in H2CS, the transition is spin 
allowed, BIA i ~ )~lA i. 

The length and strength of the progression allow it to be assigned to activity,of the 
C = S  mode. The drop in frequency is compatible with a change in bond order from 
2 to 1 as a result of the ~ to ~* electron excitation. 
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Fig. 14. The UV absorption spectrum of CH2S 

The bands of the valence transition merge into a strong line-like absorption 50) at 
2 ! 2 nm. On the basis of its Franck-Condon profile, it was assigned to the first Rydberg 
transition, ~iB2(n ' 4s) ~- X1Aa. A rotational analysis of  the 0o ° bands of CH2S/CD2S 
led to a planar r o structure: r(C = S) = 1.6047 A, r(CH) = 1.1119 A and g (HCH) = 
122.68 °. Excitation to the first Rydberg state is accompanied by a 5.81 ° increase in 
HCH angle, but more surprisingly a 0.007 A decrease in the C = S  bond length. Two 
additional members of the Rydberg complex were observed at higher energies as 
narrow but diffuse bands. These bands are the result of  excitation to the Rydberg 4py 
and 4p, orbitals. Table 7 collects together the data for formaldehyde and thio- 
formaldehyde. 

The UV spectrum of seleno~ormaldehyde has not been observed. Ab initio 
estimates s~) of  the transition energies are included for the sake of comparison. Of 
interest is the prediction that the lowest triplet state at 1.42 eV is derived from 

--, n* excitation. Perturbations arising from the 3A~(r~, rt*) state have not been 
observed among the vibronic levels of  the 3A2(n, rt*) state. 

2.2 Carbonyl, Thiocarbonyl, Selenocarbonyl Halides 

Carbonyl and formyl halides: CF20, CCIFO, and CC120 are stable gases and are 
commercially available. CBr20 is a liquid and is prepared by the reaction of tetra- 
bromomethane with concentrated sulfuric acid. The replacement of a halogen atom 
by hydrogen decreases the molecular stability. Formyl fluoride, CHFO, is usually 
generated, as needed, by the fluorination of dry formic acid with NaF. CHC10 is 
unstable, and must be prepared in a flow system. The procedure is to pass formic 
acid vapor over solid PC1 s immediately before it is to be used. The bromine compound, 
CHBrO, is very short lived. It has been prepared in the vapor phase by the photolysis 
of a bromine-formaldehyde mixture. 
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Table 7. Observed and calculated singlet and triplet excitation energies ~ ofCH20, CH2S and CH~Se. 

S t a t e  Excitation d CH20b CH2S b CH2Se ¢ 

Optical El. Loss Theory Opt ica l  Theory Theory 

IA 1 0,0 0.0 0.0 0.0 0.0 0.0 
3A2 "( n ~ n* 3.124 3.50 3.41 1.799 1.84 1.62 
IA 2 f 3.495 3.94 3.81 2.033 2.17 2.02 

3A 1 ) -- 5.53 5.56 -- 3.28 1.42 
Y 

~qP 
IA I -- -- 11.41 5.60 7.92 4.94 
3B 2 ~ - -  6.827 /.32 -- 5.72 5.46 

J n Ns 1B 2 ~ 7.089 -- 7.38 5.841 5.83 5.25 
-- 7.790 8.09 -- 6.58 5.98 

aA1 n ~ Npy 7.965 8.11 6.60 6.62 6.66 tA  1 
3B 2 ~ - -  7.955 8.29 -- -- 5.86 
1B2 f n --* Npz 8.115 -- 8.39 6.82 -- 5.48 

-- -- 9.06 -- -- 6.83 3A2 n ~ Np~ 
1A~ 8.50 8.374 9.07 -- -- 5.88 

-- -- 8.14 -- 6.38 -- 3BI n '  ~ ~* 
1B 1 8.68 -- 9.03 -- 7.51 -- 

a ineV. b ref. 9. ° ref. 51. a N = 3 ,4or5.  

Thiocarbonyl  and thioformyl halides: Of the thiocarbonyl compounds,  only thio- 
phosgene, CI:CS, is commercially available. It is a volatile, pungent,  red-colored liquid. 
The compounds CC1FCS and CF2CS are also stable in the vapor phase, due to the 
electron withdrawing substituents. They are prepared by the partial or complete 
f luorination of CCI2S by a halogen exchange reaction with SbF 3. Likewise, CBrC1S 
and CBr2S are synthesized by the direct brominat ion  of thiophosgene through a BBr 3 
exchange. The dimer of CF2S can be purchased as the liquid, which can be cleanly 
lbyrolyzed to form the monomer.  CHC1S is the only known thioformyl halide. This 
species is unstable in the vapor phase and exists under  low pressure conditions for 
about  5 s. It was prepared in poor yield by the flash pyrolysis of chloromethyl methyl 
sulfide. 

Selenocarbonyl halides: Only two selenocarbonyl halides are known, CF2Se and 
CC12Se. Selenocarbonyl difluoride is formed by the pyrolysis of  B(SeCF3) 3 in the 
presence of KF.  Chlorination with C12 gives the dichloride. 

2.2.1 The Ground  State 

The structural parameters for the ground electronic states of the carbonyl, thiocarbonyl 
and selenocarbonyl halides are collected together in Table 8, along with an estimate 
of the experimental precision which is given in parentheses. Average structures r ,  
ray, or rg, which combine the microwave and electron diffraction parameters, are 
quoted wherever possible for the sake of comparison. Only electron diffraction data, 
yielding r ° values, are available for CF2Se and CBr20. For  absorption in the microwave, 
the species must possess a permanent  electric dipole moment.  The IR spectrum of 
CFzS was recorded without difficulty, yet its small dipole moment  of 0.080 debye 
made its microwave detection difficult. The unstable species CHC1S and CHBrO have 
not  been characterized by either microwave or by electron diffraction methods. 
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The stable carbonyl and thiocarbonyl halide molecules have been studied by IR 
as well as Raman spectroscopy. Normal coordinate analyses based on force constants 
transferred from other molecules (Urey-Bradley type), or from ab initio calculations, 
have aided in the vibrational assignments. Some of  the unstable molecules which have 
been observed in the microwave have been characterized by infrared spectroscopy. 
The somewhat lower sensitivity of  this method means that long path lengths of  the 
gas may be needed. The identification o f  the various stable and unstable species in 
the microwave spectrum is simplified by the fact that the absorption lines are usually 
well resolved from each other. The widths o f  the bands in the infrared may make the 
transient species difficult to detect against the stronger absorptions of  the stable side 
products. IR  and Raman spectroscopies do have the advantage that they can be used 
on solid and liquid samples. Since the bands in a low temperature rare gas matrix 
have a narrower profile, the infrared spectrum is usually simplified over the room 
temperature gas phase spectrum. Moreover, the vibrational frequencies are only 
mildly perturbed by solid state effects. For  example, CF2Se has not been observed 
in the vapor phase, yet its vibrational dynamics are known from its matrix isolation 
spectrum. Table 9 gives the vibrational data for the carbonyl, thiocarbonyl, seleno- 
carbonyl and formyl halides. 

2.2.2 The Sl(n, n*) Excited State 

Czv Type Molecules: The low energy electronic transition in the C = X chromophore 
is the result o f  an n ~ n* electron promotion.  This is a forbidden transition in C2v type 
molecules. As discussed in 2.1.2, the observed intensity results from a vibronic coupling 
of  S 1 to higher electronic states of  the molecule. The energy levels, symmetry and 
coupling schemes for CH~O are illustrated in Fig. 4. Magnetic dipole transitions have 

Table 8. Structural parameters ~ for the carbonyl, thiocarbonyl, selenocarbonyl and formyl halides. 

C2, Molecules X2C=Y 

Molecule r(C = Y) r(C--X) g (X--C--X) Ref. 

CFzO r z 1.1717(13) 1.3157(8) 107.71(8) sz) 
CF2S ray 1.5894(17) 1.3165(11) 107.05(16) 53) 
CF2Se r ° 1.743(3) 1.314(2) 107.5(4) 53) 
CC120 r z 1.1785(26) 1.7424(13) 111.83(11) 54) 
CC12S r z 1.602(5) 1.728(3) 111.2(4) 5~) 
CBr20 r 1.178(9) 1.923(5) 112.3(4) 56~ 
CBr2S ~ 1.597(5) 1.894(9) 111.6(4) 57) 

C~ Molecules XZC=Y b 

Molecule r(C = Y) r(C-- X) r(C--Z) K (YCX) ~ (YCZ) Ref. 

CHFO ray 1.188(4) 1 .11 (2 )  1.346(3) 130(4) 122.3(2) 58) 
CHCIO r Z 1.1853(3) 1.0944(3) 1.7716(2) 126.49(4) 123.07(1) 59) 
CCIFO r v 1.173(2) 1.334(2)  1 .725(2)  123.7(2)  127.5(3) 6o~ 
CC1FS r s 1.5931(8) 1.3387(14) 1.7178(9) 123.58(12) 127.28(9) 61) 

a in A and degrees, b X = atom of lower atomic weight, Z = atom of higher atomic weight. 
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not  been observed in the halide molecules. This is part ly because o f  the low Franck-  
Condon  factors for the 0o ° band relative to the higher bands in the spectrum as a 
result o f  the unusual activity in the carbon-halogen stretching and bending modes. 
The nonbonding  MO in the halides also appears  to affect the magnetic dipole tran- 
sitions. Calculations 76) at the C N D O / 2  level show that while the n M O  in CH20  

has a node across the CO bond (antibonding),  the nonbonding orbital  is nodeless 
(bonding) in CF20.  The result, for C F 2 0 ,  is that  the magnetic dipole strength from 
the carbon center cancels the contr ibut ion from the oxygen end of  the molecule 
thereby reducing the 0 ° band intensity. 

Unlike CH20,  all but a few of  the observed bands 77.78) in the CF20  and CC120 
spectra may be accounted for by y polar ized (B-type) transitions. It would appear  
that  the main pathway for intensity borrowing involves the out-of-plane v 4 wag and 
that  higher Rydberg states of  B 2 species are responsible for the induced electric dipole 
strength. The weakness of  the C-type transit ions is somewhat surprising. Mb6ta 
sequence bands have been observed 79) in the room temperature excitation spectrum 
of  CC12S. F r o m  their band heads and the value o f v  6 in the ground state, it is possible 
to predict  the posi t ions of  the 6~ C-type bands. Weak  bands observed in the - -78  °C 
spectrum of  CC12S have been given this assignment.  The je t  spectrum ao~ o f  CBr2S 
should be of  help in this respect since it provides a clear view of  the weaker vibronic 
features in the S 1 ,--- S O transit ion o f  a th iocarbonyl  halide. While the 62 overtone 
bands in the dibromide system are found to a t tach to the stronger bands throughout  

Table 9. Vibrational frequencies a of the ground electronic states of the carbonyl, thiocarbonyl, 
selenocarbonyl and formyl halides. 

C2v Molecules X2C =Y 

C=Y str. C--X str. XCX bend Wag C--X str. XCX bend 
Molecule (al) (as) (al) (bl) (b2) (b2) Ref. 

CF20 1929.9 965.6 582.9 619.9 1243.7 774.0 62.63) 
CF2S 1368 787 526 623.4 1189 417 641 
CF 2 Se 1287 705 432 575 1207 351 651 
CC120 1828.2 567 285 580 851.0 440 ~6~ 
CC12S 1139.0 503.5 288.5 471.0 818 305 67.68) 
CCl2Se 991 437 260 --  805 248 69~ 
CBr20 1828 425 181 512 757 350 661 
CBr2S I 116.3 367 183 415 697 230 ~01 

C s Molecules XZC = yb 

C=Y str. C--X str. C--Z str. ZCY bend Z(~YX bend Wag 
Molecule (a') (a3 (a') (a') (a') (a") Ref. 

CC1FO 1868 1095 764.2 501 415 667 71~ 
CCIFS 1257.7 1014.7 611.9 427.1 322.6 539 72) 
CHFO 1836.8 2981.0 1064.8 1342.5 662.5 --  ~3~ 
CHCIO 1784.1 2929.2 738.8 1307.0 458.0 932.1 sg) 
CBrC1S 1130 764 438 256 236 441 74~ 
CHBrO 1789.6 2912.5 646.0 1276.2 --  894.0 75~ 

a in cm -~. b X = atom of lower atomic weight, Z = atom of higher atomic weight. 
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the spectrum, the expected 6~ C-type bands are missing. This is somewhat surprising 
since the vibronic coupling mechanisms should be similar in the two molecules. The 
general conclusion is that the n --* ~* transitions in the carbonyI and thiocarbonyl 
halide molecules are y polarized and that the bands are governed by type-B selection 
rules. 

The energy level diagram which shows the arrangement  of  the y polarized vibronic 
transitions in CHzO was given in Fig. 6 and can be used here. The majority of  the 
observed bands can be assigned to transitions which begin on 40 (ground electronic 
state zero-point level) and terminate on the 4t(0-) ,  43(1 -) ,  45(2 - )  . . . levels of  the 
out-of  plane mode Q+. At room temperature,  the 4t level is usually populated and 
transitions to the 4°(0+), 42(l+), 44(2 +) . . .  levels are also observed. Transitions 
which involve quanta of  v 4 are active because of  Herzberg-Teller vibronic coupling. 
The length of  the progression depends on the extent to which the S t state becomes 
nonplanar.  Attached to these pseudo-origins are quanta  in the totally symmetric modes 
v l ( C = X  ), v2(C--Y ), and v3(YCY). As the n and rt* MO's  of  the C = X  group extend 
and interact with the orbitals on the halogen centers, quite large changes are observed 
in the C - - X  and XCX bonding coordinates. As a result, v 2 and v 3 are active in 
forming progressions. These quanta at tach to each other to form various overtone or 
combinat ion states and the vibrational energy manifold quickly becomes dense and 
complex. For this reason, the spectrum at + 1000 cm - t  above the T O origin is 
usually congested and too complicated to be assigned with certainty. 

The height of  the barrier to molecular inversion represents one of  the more 
important  pieces of  dynamical information. The most reliable values for the height 
come from the (v - )  - -  (v +) inversion doubling splittings in 0-4. These are usually 
derived from the hot band intervals by the ground state combination difference 
6, = (1 - )  - -  (1 +) = 43 - -  4 2 ----- 43 - -  42 + 4 t. An ideal case 68) is CC12S , where it is 
observed that each of  the cold bands (v" = 0) is accompanied by a hot band satellite 
at some 471 cm -1 to lower energies. This makes  it possible to measure the inversion 
doubling splitting for many of  the higher vibronic energy levels. The inversion split- 
tings may  be used as an aid in the assignment since the magnitude o f  6 increases 
dramatically for each quantum o f  v 4. For  example, in the  A1A 2 state of  CC12S , the 
splittings increase as 60 = (0-)  - -  (0 +) = 0.4, 61 = (1-)  - -  (1 +) = 12.9, 6 2 = 

( 2 - ) -  (2 +) = 139.9 cm - t .  The magnitude of  6, the inversion splitting associated 
with each of  the upper levels, is a way of  establishing the v+ quantum numering. 
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Fig. 15. The laser excitation spectrum of jet-cooled CBr2S. The asterisks denote impurity bands 
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Qualitative information about the shape of the double minimum potential can 
be obtained from the strength and the length of the individual band progressions. The 
Franck-Condon principle states that the most probable transitions in absorption are 
those which occur vertically upwards. For planar-planar states in a forbidden elec- 
tronic transition, the 4~ pseudo-origin would be strong, while the next member, 403, 
would be weak or absent. The $I - -  So system for CH2S described in section 2.1.2 is an 
example. In the planar-nonplanar case illustrated in Fig. 6, the transitions from the 
ground state terminate on high levels of the double minimum potential. The result 
is a weak 4~ pseudo-origin and a progression of stronger 4o 3 and 4o s bands. The molecule 
CF20 is an example 77) where the barrier is very high (8200 cm-~). In this case the 
progressions in v 4 dominate the spectrum and can be tracked out for 6 members with 
surprisingly little anharmonicity. It is only at v' = 4 that a perceptible inversion 
splitting is evident. It was this 54 = 0.3 cm -1 splitting which was used to determine 
the barrier height. 

The intensity relationship among the bands is another important aspect. It is 
possible to assume that the normal modes are well behaved, and an intensity ratio 
such as I(no~4o~)/I(4o ~) is determined by the component of the structural displacement 
along the Q, normal coordinate (n = 1, 2, 3). To convert these normal coordinate 
displacement vectors to changes along the internal coordinates (bond lengths and 
bond angles) it is necessary to perform a Duchinski transformation 8~). If little internal 
coordinate mixing occurs in the formation of normal coordinates (valence vibrations), 
the Duchinski rotation will be small and the band intensities within each progression 
can be related directly to the structural changes. If the internal coordinates are 
strongly mixed, it is possible for the intensity profiles to show constructive or de- 
structive interference. That is, strong activity may be observed in a vibrational mode in 
which the corresponding change in the bond length is small. In the case 6a) of  CCI2S, 
the v2(CC1 ) mode is found to be strongly active in the spectrum. When Duchinski 
rotation is taken into account, the bond undergoes only a modest displacement of 
+ 0.022 A. The major contribution to the intensity, about 80 ~o, is associated with 
the + 0.10 A extension in the length of the C = S bond. 

A number of techniques may be employed as aids in the assignment of the vibration- 
al fine structure: 
a) If the species is stable with a low boiling point (CF20, CC½0, CF2S) it is often 

possible to record the spectrum at low temperatures (--78 °C) and at long path 
lengths (60 m). At this temperature the ground state levels with + 500 cm-~ of 
vibrational energy or greater will be sufficiently depopulated that the cold bands 
(v" = 0) can be clearly distinguished. For less volatile molecules (CCI2S, CBr2S), 
supersonic jet spectroscopy has proven to be fruitful in reducing the band con- 
gestion and clarifying the spectrum. 

b) Structural changes occur in the YCY end of  these molecules as a resultofhalogen 
participation in the n and ~* MO's, and progressions in v~, v z, and v 3 may be formed 
which build onto the 4~ and 4o 3 pseudo-origins. These origins are usually located 
by extrapolating the band positions back to a common point through the use 
of Deslandres tables. 

c) The isotope effect, where it can be measured, is another powerful tool. In the case 
of thiophosgene, the chlorine isotopomers 35,35/35,37/37,37 have natural abun- 
dances of 9/6/1. Since the bands in the spectrum appear with an almost atomic 
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Fig, 16. The chlorine 35/35 35/'37 isotope effect in S~ 
CCI2S 

line-like profile, the two more abundant species can readily be identified. It is 
possible to group the vibrational modes in CClaS into those which are only 
moderately sensitive to chlorine isotope substitution, vl(C=S) and v 4 (out-of- 
plane), and those which show a marked isotope effect, v2(CC1) and v3(C1CC1). 
A plot of  the 35,35/35,37 chlorine isotope effect on the vibrational modes is shown 
in Fig. 16. 

d) The identification of transitions which originate on the 41 level and terminate on 
levels bearing a 4 °, 42 of 44 assignment fixes the inversion doubling splitting para- 
meters. Since the inversion sptittings 6 o, 81 and 62 are sensitive to the barrier height, 
they can be used to establish the v, quantum numbering in a complex band system. 

e) Ab initio calculations have improved to the extent that it is now possible to obtain 
good estimates for the vibrational frequencies and molecular structures for both 
of the combining states. This information can be combined into a polydimensional 
Franck-Condon analysis from which a theoretical band spectrum can be synthe- 
sized. 

C s Type Molecules: The formyl, thioformyl, and the Br, CI and F mixed halides 
have reduced symmetry and are grouped together. The vibrational modes either lie 
in the molecular plane (a'), or are directed out of the plane (a"): 

F = 5a' + a" 

In the electronic ground state, the 5 in-plane vibrations give rise to IR-active A/B 
hybrid bands. The v 6 fundamental produces a C-type band which can be identified 
by its line-like Q branch. While the ground electronic state has total symmetry A',  the 
n, n* upper state is of A" species. The 0 ° transition is allowed as a C-type band, as are 
the quantum additions of v1 ... vs. Odd quanta of  v6, viz. 61, 63, etc. are forbidden 
in the first order, but may appear as vibronic A/B hybrids. Even though the electronic 
transition is formally allowed, the oscillator strengths are not that different from the 
Czv molecules discussed earlier. It would appear that the local environment is more 
important in determining the transition strength than is the overall symmetry. The 
electron promotion process involves the n and n* orbitals which are of a' and a" 
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species. Electric dipole radiation requires electrical charge translation and is unable 
to effectively connect these orbitals together, so the electric dipole transitions are 
weak. Addit ional  band congestion is observed in C S molecules since the symmetry 
allowed C-type bands are often of the same strength as the vibronically induced A/B 
hybrids. In addition, the reduced symmetry allows all five a' modes to be active. 
Transit ions to both upper and lower members of the inversion manifold are now 
possible, which leads to a doubling of the bands and further complexity. In those 
cases where the barrier is relatively low it is possible to resolve the (0 +) - -  (0-)  doublets 
as two separate bands. For  example, 8z) in CHC10 the 6~ transition appears as an 
A/B band + 119.6 cm -1 above the 0 ° C-type origin. This information, along with a 
62 level at + 653.4 c m - t ,  established the barrier height to be 616.3 c m - i .  An advantage 
of the lower Cs symmetry is that the barrier determination can be made without 
recourse to hot band structure. When ' the  atoms are heavier, such as in CC1FS, the 
inversion splitting becomes so small 83) that all three bands are brought together in a 
single contour.  In this case, the splitting could be determined by comparison of cal- 
culated and observed band contours. The inversion splitting 6~ = 0.3 c m - t  came from 
the separation between the A/B and C-type bands. 

2.2.3 The Tl(n,  ~*) Excited State 

Triplet-singlet transitions are forbidden by the spin selection rule, AS = 0. These 
systems have not been observed 89) in the formyl or carbonyl halides even at very 
long path lengths and high gas pressures, although the T~ ~ So absorption in CH20  
can be recorded without too much difficulty. Intensity is introduced into these 

Table 10. Vibrational frequencies a of the S~ excited electronic states of the carbonyl, thiocarbonyl, 
selenocarbonyl and formyl halides. 

Czv Molecules X2C=Y 

C =Y str. C--X str. XCX bend Wag C--X str. YCX bend 
Molecule (al) (aj) (a,) (bl) (bz) (b2) Ref. 

CF20 1056.2 834. I 470.0 669.1 1252. I -- 7v) 
CF2S 1100.6 736.5 385.8 557.9 -- -- s,*~ 
CF2Se 1129 662 388 539 -- -- 8s) 
CC120 I 152 552 301 439.5 -- -- 78) 
CCI2S 907.4 480.0 245.0 279.6 -- 189 v9~ 
CBr2S 890 250 t 60 383 242 166 so~ 

C~ Molecules XZC=Y b 

C=Ystr. C--Xstr. C--Zstr. ZCYbend ZCXbend Wag 
Molecule (a) (a') (a') (a') (a') (a") Ref. 

CC1FS 877.3 964.0 583.0 348.3 223.8 409.3 83) 
CHFO 1 112 -- -- 1286 450 462 86) 

CHC10 1153.8 -- 633.6 -- 306.3 779.5 82) 

CBrC1S 890 540 423 159 207 273 80) 
CHC1S 848.0 -- 556.3 1338.7 230.2 119.7 sT) 

a in cm -1. b X = atom of lower atomic weight, Z = atom of higher atomic weight. 
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Table 11. Electronic origins, S~--T x energy separations, barrier heights, and out-of-plane angles 
of the S~ states of X2C =Y and XZC =Y molecules) 

T O Barrier 0(rain.) AE(S~ --T 1) Ref. 

CF:O 39 252 8200 31.8 -- VT) 
CF2S 23 477 3076 30.5 1286 84) 
CF 2Se 19 689 2483 30.1 671 85) 
CC120 33631 3170 32.5 --  7s) 
CClzS 18 716 620 32 1224 6s) 
CBr2S. 17992 465 19 1133 8o) 
CHCIO 32 754 1609 48.6 -- 82) 
CHC1S 18 792 616 25 1558 87) 
CC1FS 21657 1556 38 _ sa) 
CBrCIS 18 363 538 26 1247 so) 
CHFO 37490 2550 29.7 -- 88) 

a in cm -~ and degrees. 

forbidden transit ions by a coupling of  the triplet  levels to singlet electronic levels of 
the molecule through the spin-orbit  operator .  In the case of  CH20,  which was 
outl ined in section 2.1, it was a coupling of  the g3A2(n, n*) and lAb(n, n*) states 
which was responsible for the intensity and the band polarizations.  The oscil lator 
strength of  a T~ ~ So transition (f(n ~ n*)) can be derived 9ol from per turbat ion 
theory as : 

fin ~ n*) = H a - f(• --~ ~*) -v(n ~ n*)/v(n ~ n*) - [E(1A1) - -  E(~3A2)] 2 (3) 

where f(n ~ n*) is the oscil lator strength o f  the ~Al(n, x*) ~ )(1A 1 allowed tran- 
sition. E(1At) - -  E(~3A2) is the energy difference between the perturbing nn* and nn* 
states, and H is the matrix element (~A~] Hso [fi3A2) which connects the two states 
together. The reduction in triplet-singlet absorp t ion  strength in the keto-halides is 
unexpected since the spin-orbit  op'erator H o contains the atomic spin-orbit  opera tor  
which varies as the fourth power of  the a tomic number.  It would be anticipated that  
the higher Z o f  the halogen substituents would contr ibute a heavy a tom effect and 
enhance the singlet-triplet t ransi t ion probabi l i ty .  CNDO/2  theory 76) has been used 
to rationalize this anomaly. It was found that  the halogen orbitals  in the n M O  are 
ant ibonding relative to the carbonyl  2p orbitals.  As a result, the C1 and F substituents 
have the effect of  reducing the spin-orbit  matr ix  elements of  the keto-halides relative 
to those o f  the dihydro compound.  

The effect o f  replacing sulfur by oxygen is dramatic .  As was pointed out earlier, 
the strength o f  the triplet-singlet t ransi t ion in CH2S is roughly the same as that  of  the 
corresponding singlet-singlet transition. Two factors in Eq. (3) contribute to the 
observed oscillator strengths in the th iocarbonyl  compounds.  The higher spin-orbit  
coupling constants of  sulfur relative to oxygen, 382 versus 152 cm -1, are part ly 
responsible. The other factor is the posi t ion o f  the 1A~ (n, n*) state. This state has not 
been observed for CHzO although it has been predicted by theory to lie at 11.4 eV 
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(109 nm). In CHzS it can be observed without much difficulty at 5.60 eV (221 nm). 
The different perturbation gaps in the two molecules of 8.28 and 3.80 eV respectively, 
lead to a 5-fold enhancement of  the oscillator strength in the thioketo compounds 
relative to the corresponding keto compounds. The effect of  halogen substitution can 
be clearly observed in CC12S where the f(T 1 ~- So)/f(S 1 *-- So) oscillator strength ratio 
has been measured to be 1/6. The reduction in the triplet-singlet strength, as described 
earlier, must come from interference effects introduced through the chlorine MO 
coefficients. 

The vibrational fine structure which is observed within the T 1 ~- S O systems of the 
thiocarbonyl halides displays frequency and intensity patterns which are similar 
to those observed in the S~ ~- So systems. Indeed, a useful technique is to use the 
singlet-singlet spectrum as a template against which to compare and assign the 
triplet-singlet spectrum. This was particularly useful in the analyses 80) of  the CBr2S 
and CBrC1S molecules, where the spectra are badly congested with S 1 ~- S o hot band 
structure. A major distinction between the two systems is the different band patterns 
which are a consequence of the different selection/'ules, rather than large frequency 
differences between the excited singlet and triplet states. The vibronic-spin-orbit 
selection rules which operate for transition to the triplet state do not allow for the 
activity of odd quanta of the antisymmetric vibrations. The lack of vibronically 
induced bands does have the effect of simplifying the Tt ~ So spectrum. Perhaps the 
greatest difficulty with the assignment of  room temperature spectra is that the hot 
bands of the singlet-singlet system are often more intense and lie in the same region as 
the triplet-singlet bands, and the multiplicity of  each band must be established. 

Of the halide molecules studied to date, thiophosgene has been the most thoroughly 
investigated. It has the advantage that it is stable and is commercially available. 
Moreover, the narrowness of  the lines under high resolution allows the built-in 
isotope effect to be exploited. The problem of spin multiplicity in CC12S was 
solved 79) by the techniques of  magnetic rotation spectroscopy (MRS) and laser 
induced fluorescence spectroscopy (LIF). Thiophosgene fluorescence can be  readily 
observed in an excitation cell at pressures of  several torr, yet it cannot be made to 
phosphoresce under these conditions. The LIF  spectrum then has the capability of 
discriminating between the bands of the two systems. Conversely, the MRS technique 
registers only bands of triplet multiplicity. It was through these mutually exclusive 
techniques that the singlet and triplet bands were separated from each other. The 
differences in the vibronic selection rules may also be of assistance. For example, in 
CC12S, the v~ ground state vibration has a frequency of 471.10 cm -1 and is active 
in forming hot band intervals in both spectra. In the singlet-singlet system, the 
interval 43 --412 = 484.0cm -I ,  whereas in the triplet-singlet case it becomes 
4~ - -  4~ = 466.3 cm-1. That is, the hot band intervals are larger than v~ in the singlet 
system and are smaller than v~ in the triplet system. The differences in selection rules 
allow the vibrational levels of  the ~ and A states to be locked into similar schemes. 
Inversion doubling splittings are derived from the ground state combination differen- 
ces as 61 = (1-)  - -  (1 +) = 43 - -  4 2 = 43 - -  42 + 4~, from which the barrier heights 

can be extracted. 
The vibrational frequency data and T O values for the carbonyl and thiocarbonyl 

series of molecules are collected together in Tables 12 and 13. The v(C = S) stretching 
frequency is different in the singlet and triplet (n, ~*) states with the triplet being 
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Table 12. Vibrational frequencies a of the Tt excited electronic states of the thiocarbonyl and seleno- 
carbonyl halides. 

C2, Molecules X2C =Y 

C=Yst r .  C--Xstr.  XCX bend Wag C--Xstr .  YCX bend 
Molecule (at) (al) (at) (b x) (b 2) (b2) Ref. 

92) CF2S 1186 729 391 566 --  -- 
85) CF2Se 1156 671 397 543 --  --  
791 CCl2S 923 474 247 298 --  -- 
941 CBr2S 895 258 154 336 -- --  

C a Molecules XZC =yb  

C=Xst r .  C--Ystr .  C--Zstr .  ZCXbend ZCYbend Wag 
Molecule (a3 (a') (a') (a') (a3 (a") Ref. 

871 CHCIS 865 --  --  --  221 -- 
CBrC1S 934 570 442 143 238 258 9,1 

a in cm -~. b X = atom of lower atomic weight, Z = atom of higher atomic weight. 

sl ightly higher.  D iGio rg io  and  R o b i n s o n  91) no ted  that  the higher  f requency for 

v2(C = O )  in the ~3A 2 state o f  C H 2 0  rela t ive  to the A.tA 2 state (1283/1183 cm -1) could  

be used as a diagnost ic  test o f  the spin mult ipl ic i ty .  The  barr ier  heights for the two 

spin states are  also somewhat  different.  F o r m a l d e h y d e  shows the greates t  effect :  
~3A2/.~iA 2 = 776/350 cm - I .  F o r  th iophosgene ,  which is the best unde r s tood  case 

in this series, the barr ier  heights are 726 and  620 cm -~. It  wou ld  appea r  tha t  the 
effect  o f  ha logen  subst i tut ion is to m a k e  the s t ructure  and the dynamics  o f  the singlet 
and tr iplet  states more  alike. This obse rva t ion  should  no t  be too  surprising,  since 

the pos i t ions  o f  the electronic origins o f  the two systems vary  in a similar  way. The  

T o ( S ~ ) -  T0(Tt) intervals are col lected toge the r  in Table  11. It is c lear  that  the 
s tabi l iza t ion  energy conferred on the t r iplet  state over  the cor responding  singlet 
s tate depends  on the type and  extent  o f  the ha logen  subst i tuent  and on the nature  

o f  the c h r o m o p h o r e  itself. In the case o f  C H 2 0  or  CH2S,  the re* orbitals  are conf i rmed  
in the C = O o r  C = S region.  The  add i t ion  o f  ha logen  groups ,  which are capab le  o f  
back  bond ing  to the carbonyl  MO' s ,  creates  addi t iona l  space for the an t ibond ing  

Table 13. Electronic origins, barrier heights, and out-of-plane angles 
of the T 1 states of X2C = Y and XZC = Y molecules? 

Molecule T O Barrier 0(min.) Ref. 

CFzS 22191 > 3100 --  921 
CF 2Se 19 018 2923 31.4 as) 
CCI2S 17492 726 32 93) 
CBr2S 16 859 524 17.5 94) 
CB rC1S 17116 541 25 9*) 

87) CHCIS 17234 -- - -  

a in cm- 1 and degrees. 
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electrons, thereby lowering the repulsive energy and the energy required for spin 
interchange. 

2.2.4 Higher Excited States 

The far UV spectra of CF20 and CC120 have been observed in absorption. These 
spectra are quite different in appearance from those of CH20, in that the bands are 
broad and featureless. In particular, the characteristic line-like Rydberg systems 
n --, 3s, 3p, 3d, 4 s . . .  which are found in CH20 are absent in the spectra of the cor- 
responding halides. The loss of  structure can be related to the Franck-Condon profiles 
associated with the bands. The progressions in the v(CX) and v(XCX) stretching and 
bending modes which appear in the photoelectron spectrum demonstrate that the n 
MO extends into the halogen ends of these molecules. The lowest Rydberg transitions 
which promote n electrons would give rise to similar band profiles. The loss of  the 
Rydberg progressions in the far UV spectra could be the result of weak 0 ° structures 
and band congestion rather than spectral diffuseness. 

The n ~ n* transition is of interest. Workman and Duncan 96) observed a featureless 
continuum at 9.67 eV in CF20. Recent calculations on the Rydberg and valence 
transitions 95) assign this absorption to the 1Al(n, n*) ,-- XIA1 system. This band is 
some 5000 to 10000 cm -~ lower in energy than that of the corresponding dihydro 
compound. The excitations to the n, n* states so long sought in the keto compounds 
are readily apparent in the thioketo and selenoketo compounds. In the CX2S and 
CX2Se species the n ~ n* transitions lie in the near UV. Figure 17 shows the spectrum 
of CCIFS, a typical example, while Table 14 collects the data. The halogenated 
are readily apparent in the thioketo and selenoketo compounds. In the CX2S and 
CX2Se species the n ~ n* transitions tie in the near UV. Figure 17 shows the spectrum 
of CCIFS, a typical example, while Table 14 collects the data. The halogenated 
derivatives behave in an interesting way. On going from CH2S to CF2S, the origin 
bands move to lower energies, whereas the general effect lo) of fluorine substitution 
is to shift transitions to higher energies. 

The photophysical behavior of the B~A~ (n, n*) state is of particular interest because 
emission and photochemical processes have been observed from this state, contrary 
to Kasha's rule. The $2 states are also ideally positioned for optical-optical double 
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resonance (OODR) studies. In such experiments, the molecule is prepared in a specific 
vibronic level of  the S 1 state by a laser and the S 2 - -  S 1 transition is probed by 
pulses from a second laser. 

The S 2 structure and dynamics o f  the two thiocarbonyl halides which display 
emissive behavior, CC12S and CC1FS, have at this time not been fully characterized. 
The Franck-Condon factors seem to be responsible since the bands in the origin area 
o f  the spectra are exceedingly weak relative to the stronger higher energy continua. 
The major difficulty is that the antibonding electron introduces repulsive forces into 
the molecule which are spread throughout the structure, causing large changes in the 
C = S ,  CC1, and C1CC1 coordinates. Excitations where the n eIectron is promoted 
to an antibonding n* orbital lead to a reduction in bond order from 2 to 1.5 and to 
corresponding changes in C = S  bond length and stretching frequency. Excitation 
to the n, n* state reduces the bond order even further, to a value of  1. Furthermore, 
the Walsh postulate predicts that the molecule should be nonplanar and that the 
potential function describing Q4 should contain a double minimum. A major question 
is the relative barrier heights o f  the S 2 and S 1 states. 

Spectroscopic information on the S 2 states is given in Table 14. The CC1FS 
analysis 99) shows that the progression in the v l ( C = S  ) stretching frequency is long 
and the value drops from 1257 to 566 c m - t  on excitation. The v6 progression displays 
harmonic intervals of  448 cm -1, with an inversion splitting 53 = 1.3 cm -~. The 
barrier is estimated to be greater than 2000 cm -1. 

The bands in the n ~ n *  and n ~  n* systems of  CC12S resemble each other in that 
the line-like heads of  the individual 35,35/35,37 isotopomers can be identified. 
Moreover, the stronger bands are accompanied by hot bands in the v, interval of  
471 cm -~, from which the inversion doublings can be extracted. Judge and Moule sT) 
were able to identify a band in the absorption spectrum at 34278 cm -1 which 
had a ~ = 0.11 cm -~ and an isotope effect o f  --0.28 cm -~. These values can be 
compared to those of  the 4~ band o f  the Sa *- S o system with 81 = 0.42 and 
isotope effect o f  --0.43 cm -1. As the inversion splitting is smaller than that 
observed for the n,n* state the barrier must be somewhat higher in the ~,~* state. 
Their analysis placed the S 2 barrier height at 729 cm -~, which is to be compared 
to the S 1 value of  597 cm -1. Dixon and Western 97) identified 23 bands by O O D R  
methods. Their results are given in Table 14. They placed the origin at 33 991 cm-1,  

Table 14. Spectroscopic parameters ~ for the S 2 excited states of  the 
thiocarbonyl and selenocarbonyl halides. 

CCI2S CC1FS CF2S CF2Se 

T o 33 991 35 277 39 868 42 400 b 
Barrier - -  > 2000 - -  - -  
v I 340 566 -- -- 
v 2 249 -- 729 -- 
v a 212 590 400 -- 
v 4 , - 311 554 - 
v 6 292 448 -- -- 
Ref. 97,98 99 100 85 

a in cm - ~. b vertical excitation energy. 

199 



Dennis J. Clouthier and David C. Moule 

which is 286 cm -t  lower than the previous value. It is puTyling that the v 4 pro- 
gression was not active in the OODR spectrum and that the strong absorption band 
at 34287 cm -~ was not observed. 

2.3 Acetaldehyde, Thioacetaldehyde, Selenoacetaldehyde 

CHaCHO : Acetaldehyde is the prototype species for a wide variety of aliphatic car- 
bonyl compounds. The photochemistry and electronic spectroscopy have been review- 
ed by Lee and Lewis lol). The electronic structures in the carbonyl group of acetalde- 
hyde are similar to those of formaldehyde in that the low lying valence and Rydberg 
levels have about the same energy. For example, n ~ r~* excitation in both species 
gives rise to a weak absorption at 350-250 nm. The first Rydberg n ~ 3s excitation 
is found as a line-like feature at 182nm, compared to the 174nm band of 
CH20. 

The internal dynamics of the methyl group immensely complicates the spectroscopy 
of these molecules. Of course, this aspect of the problem also provides much of the 
spectroscopic interest. When the methyl hydrogens of acetaldehyde oscillate around 
the CC axis, they experience forces arising from the CHO frame of  the molecule which 
vary sinusoidally. As a result, the potential function for internal rotation can be 
represented by a cosine function in which the crest to trough distance measures the 
height of the potential barrier. Since the energy barrier to methyl rotation is low in 
acetaldehyde, the internal motion is one of hindered internal rotation, rather than 
torsional oscillation. 
CHaCHS: The properties of monomeric thioaldehydes have been difficult to deter- 
mine, because under normal experimental conditions they polymerize into cyclic 
dimers and trimers. Kroto and Landsberg lo2~ were able to produce monomeric 
thioacetaldehyde as a product from the pyrolysis of 1,3,5-trimethyl-s-trithiane. The 
species is unstable, and was generated and detected in a fast flow system. The 
various species which coexist in this system at low pressures are summarized in 
Fig. 18. 

b S .CH3 

HsC" I H ~ CH3__ .~, 1 

S S H H S 
H X c H 3  

Fig. 18. The formation of thioacetaldehyde 

CHaCHSe: Hutchinson and Kroto to3~ succeeded in preparing the trimer of seleno- 
acetaldehyde by the addition of hydrogen selenide to cold acidified acetaldehyde. 
On pyrolysis, this material yielded the unstable monomefic species CH3CHSe , which 
was detected and characterized by its microwave spectrum. 
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2.3.1 The Ground State 

The microwave spectrum of  acetaldehyde has been studied by Kilb, Lin and 
Wilson lo41. Effective bond lengths and angles have been derived from this data 
by Harmony et al. 105) and are shown in Table 15. The coordinates used in 
describing the structure are defined in Fig. 19. Note that the methyl hydrogen, H2, 
and the oxygen atom, X, lie in the molecular plane in an eclipsed conformation. 

Table 15 also gives the structure for X t A '  thioacetaldehyde. This was derived as a 
substitution structure 1o2) from eight isotopomers o f  thioacetaldehyde. In the case of  
selenoacetaldehyde, Hutchinson and Kroto  to3) were unable to obtain accurate A 
rotational constants, although they did derive substitution parameters for the 
r (C=Se)  and ~(CCSe) molecular fragments. 

Ha .X 

3,4 H~ 
Fig. 19. Coordinates which define the structure for CH3CHX molecules, 
X = O, S, Se 

Table 15. Molecular parameters a for acetaldehyde, b thioacetaldehyde c and 
selenoacetaldehyde d in the ground state. 

Parameter CHaCHO CH3CHS CH3CHSe 

r(C=X) o 1.213(10) 1.610(9) 1.758(10) 
r(C--C) 1.504(10) 1.506(7) 
r(CH~) 1.106(10) 1.089(4) 
r(CH2) 1.091(5) 1.090(6) 
r(CH3) ~ 1.085(5) 1.098(8) 
c~(CCX) 124.0(0.5) 1 2 5 . 3 ( 1 . 1 )  125.7(0.3) 
~(CCH 0 114.9(1) 119,4(1.2) 
~(CCHz) 110.6(0,5) 111.2(1.4) 
~(CCH~) 110.3(0.5) 110.1(0.9) 
a( H 3CH4) 108.9(0.5) 

a in A and degrees, b r,fr ' ref. 105. c rs, ref. 102. a rs ' ref. 103. ' X = O ,  S,  Se. 
f r(CH 3) = r(CH4). 

If  the internal torsional motion of  the methyl group is fixed, acetaldehyde can 
be classified under the symmetry operations o f  the C s point group. The 15 small 
amplitude normal vibrational coordinates decompose as: 

F v =  1 0 a ' + 5 a "  

Vibrational spectra of  Hollenstein and Gunthard  to6) were combined by Wiberg 
et al. 1o~) with vibrational force fields from ab initio 6-31 G* calculations to establish 
the vibrational frequencies for acetaldehyde. These are given in Table I6. 
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It is the dynamics  of  the in terna l  m o t i o n  of  the methyl  group which is o f  most  
interest  in the acetaldehyde molecule.  Since the CH 3 rotor  has a threefold symmet ry  
axis, the potent ia l  energy is usual ly app rox ima ted  by the Four ie r  series expans ion :  

V(0) = V3/2(1 - -  cos 30) (4) 

where 0 is the angle of  ro ta t ion  of  the methyl  g roup  and  V 3 is the height o f  the 
threefold barrier.  The tors ional  po ten t ia l  then becomes H = F p  2 + V3/2(I - -  cos 30), 
where p is the in terna l  angu la r  m o m e n t u m  given by p = - - i d / d 0  and  F the reduced 
m o m e n t  o f  iner t ia  which is evaluated f rom the molecular  structure.  

The  tr iple m i n i m u m  na tu re  o f  the po ten t ia l  leads to a t r ipl ing o f  the tors ional  
levels. As the barr ier  to methyl  ro ta t ion  is relatively low, the in ternal  mo t ion  is one of  
h indered  in terna l  rota t ion.  This  has the effect o f  removing  the 3-fold degeneracy of  
the zero-poin t  level. As a consequence  o f  this tors ional  flexibility, the symmet ry  

propert ies  of  the molecular  H a m i l t o n i a n  mus t  be defined by the nonr ig id  po in t  group 
G 6. This  po in t  group is i somorphous  wi th  the C3v group  and  the tors ional  wave 
funct ions  can  be labelled by the symmet ry  symbols  al,  a2, and  e. When  the barr ier  
is high, the levels form a stack with u n i f o r m  spacing and  are classified by a set of  
to rs iona l -v ibra t iona l  q u a n t u m  n u m b e r s  v = 0, 1, 2 . . . .  In  the order  of  increasing 
energy, the levels divide into pairs o f  nondegenera te  and  degenerate microstates  
(al ,  e), (e, a2), (ax, e) . . . . .  F igure  20 shows a potent ia l  func t ion  for in terna l  rota- 
t ion.  

The  barr ier  to in ternal  ro ta t ion  o f  the methyl  g roup  o f  acetaldehyde was init ial ly 
de te rmined  by Ki lb  et al. lO4) f rom a n  analysis  o f  the microwave  spectrum. Since 
then,  the values of  the potent ia l  cons tan t s  have been cont inua l ly  revised. Recently,  
Cr igh ton  and  Bell ~o8) combined  the avai lable  microwave  and  infrared da ta  with 
ab init io theory and  refined the tors ional  parameters .  Tab le  17 collects their  in terna l  
ro ta t ion  parameters .  

Table 16. Fundamental frequencies a for RIA' acetaldehyde b and thioacetaldehyde. ¢ 

Mode Description CH3CHO CH3CDO CD3CHO CD3CDO CH3CHS 

v 1 (a') CH 3 stretch 3014 3014 2262 2262 --  
v 2 (a') CH 3 stretch 2923 2922 2120 2125 --  
v 3 (a~ CH 1 stretch --  2059 --  2054 --  
v 4 (a') C=X stretch 1746.0 1743 1754 1736 1389 
v s (a') CH 3 bend 1429.9 1432 1038 --  --  
v 6 (a') CH 1 bend 1394.9 1080 1387 1151.0 --  
v~ (a') CH 3 bend 1352.6 1356 1131 1029 --  
v s (a) C--C stretch 1114 1109 960 940 --  
v 9 (a3 CCX bend 877 840 750 747.5 --  
vl0 (a') CCX bend 506 500 444 436 --  
vll (a'3 CH 3 stretch 2964.4 2965 2224 2222.7 - -  
v12 (a") CH3 rock 1435.8 1432 1062 1046.3 --  
v13 (a'3 CH 1 wag 1107.3 1043 1027 948 -- 
v14 (a") C=X wag 764.1 674 624 571 --  
v~5 (a'3 torsion 143 --  --  116 116 

a in cm- 1. b ref. 107. c ref. 117. d Subscripts 1 and 3 refer to Fig. 19. 
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Fig. 20. Potential function for methyl group 
internal rotation 

Table 17. Internal rotation parameters a for ~ A '  acetaldehyde, thioacet- 
aldehyde and selenoacetaldehyde. 

Parameter CH3CHO b CH3CHS c CH3CHSe a 

F 7.8588 6.9950 6.7275 
V 3 415.0 534.3 560.3 
v 6 2 2 . 3  - - 

le--0a 1 142.0 161.4 --  
2al--0a I 258.3 306.6 --  
3e--0a~ 356.7 394.2 --  

a in cm -~. b ref. 108. c ref. 117. d ref. 103. 

In this class of  compounds,  many o f  the microwave lines are observed to be 
doublets  as a result of  methyl group internal motion.  These splittings are sensitive to 
the potent ia l  barrier and may be used to determine its height. Kro to  and co- 
workers  lo2. lo3) used this rotat ional  informat ion to obtain the reduced mass, F, and 
the barrier ,  V3, for thioacetaldehyde and selenoacetaldehyde. Fo r  the isotopomers of 

12 12 32 12 a2 12 12 32 12 12 34 thioacetaldehyde,  CH 3 CH S/12CH 3 C D  S/ CD 3 CH S/ CH 3 CH S/ 
13CH312CH32S/12CH313CH32S, the V 3 parameters  were observed to vary as 549.8/ 

559.6/525.0/552.6/552.6/552.6cm -~. The large variat ion among these terms was 
at t r ibuted to a coriolis interaction with the other low frequency vibrat ions or to the 
neglect of  the shape factor term, V6. 

2.3.2 The Sl(n, ~*) Excited State 

Al though there were some early at tempts  to analyze the vibrat ional  fine structure 
contained in the near ultraviolet vapor  phase spectrum of  acetaldehyde, these studies 
were generally unsuccessful because of  the diffuse and congested nature o f  the bands.  
It has only been in the last several years that the problem has been resolved by the 
powerful techniques of  supersonic jet- laser excitation spectroscopy. 

Rao and Rao ~o9), the first investigators, placed the origin o f  the singlet-singlet 
system at 320.4 nm. Somewhat later, Innes and Giddings 110) revised this value up- 
wards to 348.4 nm by comparing the contours  o f  the spectra in absorpt ion and 
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Fig. 21. Low resolution absorption spec- 
trum of acetaldehyde 

emission. More recently, Hubbard et al. 1 ~  combined a medium resolution absorp- 
tion spectrum with a resolved laser fluorescence spectrum to place the origin at 
346.4 nm. None of these studies were able to positively locate the 0 ° band. The 
problem was solved by supersonic jet spectroscopy. Noble, Apel and Lee t a2) observed 
the excitation spectrum of jet cooled CH3CHO which was free from the complications 
of thermally induced torsional fine structure. Although they disagree with much of 
the vibrational analysis of Hubbard et al., they did obtain similar values for the V 3 
barrier in the A?A" state. Figure 22 shows a low resolution spectrum recorded under 
jet conditions. 

The apparent simplicity of the jet spectrum over the room temperature absorption 
or excitation spectrum is remarkable and the origin is clearly visible as the 
lower frequency member of a doublet at 29771 cm -~. 

Rigid acetaldehyde belongs to the C s point group and the origin transition 0 ° is 
formally allowed as a type-C band. Additions of  quanta of the vl-vl0 vibrations 
also result in type-C bands. The out-of-plane antisymmetric modes of a" species 
generate type-A/B bands. The high resolution excitation spectrum, when compared 
with the calculated spectra (Fig. 23), demonstrates that the origin band is indeed 

>- 

Z 
LW 
I-- 
Z 

W 

Z 
w 
0 
o'3 
W 
n- 
O 

J 
LL 

CHzCHO 

I I 

30600 

14~,15o 2 

1465~ 

I? 
I I 

30200 

WAVENUMBER (cm -1) 

I 

29800 

Fig. 22. Low resolution fluorescence excitation spectrum of jet-cooled CH3CHO 
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Fig. 23. The 0 ° and 14~ bands of CH3CHO under high resolution and the calculated excitation 
spectra for type --A, --B and --C bands 

type-C, whereas the + 33 cm-1 component is an A/B hybrid. The polarizations of the 
two bands and their separations are compatible with vibronic assignments to the first 
two members of the v14 inversion manifold, 0 ÷ and 0-.  Such a small inversion 
splitting shows that the .~A" molecule is indeed nonplanar at the carbonyl carbon. 
In more recent work, Baba et al. n3) used a combination of pulsed laser excitation 
and pulsed supersonic expansions to record the spectrum at shorter wavelengths. 
From a fit of  the levels of  a quadratic Gaussian model function (Eq. (I)), to the 
observed levels, they concluded that the barrier to molecular inversion was 
541 cm-L In the first excited singlet electronic state, acetaldehyde is pyramidal and 
the double minimum function for out-of-plane distortion resembles that of  form- 
aldehyde in its first triplet state. 

The strength of the next band at + 195 cm -~ was not anticipated, as it signifies 
strong Franck-Condon activity in a low frequency mode. The vibrational assignment 
for this interval came from the spectrum of CD3CHO where this frequency was 
observed to fall to + 157 cm -1. The C H 3 / C D  3 isotope effect identifies the interval 
as v~s (methyl torsion). Moreover, the strength of the bands indicates that there is a 
conformational change when the molecule is excited to the higher electronic state. 
Noble and Lee u4) were able to fit the energy levels derived from Eq. (3) to the tor- 
sional levels attached to the 0 ° (0 +) and 14 t (0-) inversion levels of the aldehyde 
wagging mode, v:4. Somewhat surprisingly, the two barriers were nearly equal (668 
and 653 cm-~), which must be an indication that methyl torsion-hydrogen wagging 
motions are not strongly coupled. Parameters for the ,~.tA" state of acetaldehyde are 
given in Table 18. 
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Table 18. Spectroscopic parameters a for ,~,IA" acetalde- 
hyde. 

Parameter CH3CHO b CH3CDO b 

F 6.40 6.24 
V 3 691 645 
le--0a 1 194 193 
2a I --0a 1 345 330 
3e--0a I 487 451 

0---0 + 32 21 
1 + - 0  + 405 387 
1 ---0 + 635 580 
2+--0 + 936 879 
2---0 + 1319 1200 

V o (barrier) 541 578 
Vlo(CCO) ¢ 374 367 
v4(C=O) d 1119 1173 
T O 29771 29813 

aincm -~. bref. 113. Cref. 114. dref. 111. 

The length and the strength of  the progression in methyl torsion is undoubtedly the 
most interesting and unusual aspect o f  the spectrum. If  the methyl group were to 
retain its ground state conformation in the .~IA" state and eclipse the carbon- 
oxygen bond, the torsional transitions would not be active in the spectrum. That the 
152a~ 0a~ transition gives rise to a strong band signifies that the methyl group undergoes 
a torsional displacement on electronic excitation. To gain insight into the conforma- 
tional changes which occur during the n ~ n* process, Baba and Hanazaki  ~5~ 
performed ab initio SCF calculations and evaluated the potential functions for hydro- 
gen wagging and methyl torsion. Their results are shown in Fig. 24, where the full 
lines represent the theoretical potentials and the dotted lines are those derived from 
experiment. Three cases were considered, namely: (a) the ground electronic state 
So(XIA ') with a planar frame, (b) a planar excited state SI(~.~A"), and (c) an excited 
state S~(,~A ") in which the frame was distorted into a pyramidal configura- 
tion. 

Their calculations correctly predict that in the X~ A '  ground state the methyl hydro- 
gen eclipses the carbonyl group with a barrier to internal rotation o f  481 cm -1. 
What  is more interesting is that for the planar.AXA" excited state, the methyl hydrogen 
antieclipses the oxygen atom (60 ° torsional angle) with a barrier o f  208 cm -~. When 
the angle between the CO bond and the molecular frame was increased from 0 ° to 
32 °, the calculated barrier height for methyl torsion increased from 208 to 732 cm -~, 
and the equilibrium torsional angle f rom 60 ° to 72 ° . That is, for the molecule which 
is clamped into a planar CCHO framework, the electronic excitation process leads to 
an eclipsing-antieclipsing change in conformation and a reduction in barrier height. 
When the frame is able to relax into a pyramidal conformation, the barrier height 
increases from its ground state value by 50 percent. Experimental values for 
the two states So(X~A')/S~(AIA ") are 415/668 cm -1. As a result of  the difference in 
methyl conformation predicted from the ab initio theory, torsional transitions be- 
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Fig. 24. Potential curves for the internal rotation in CHaCHO 

tween the two states should be highly Franck-Condon active. Thus, the source of the 
long progressions in the vls torsional mode becomes clear. It is the consequence of 
an eclipsing-antieclipsing conformational difference in the two states. 

Judge et al. 116) recorded the n -+ rc* absorption spectrum of CH3CHS under similar 
conditions of flow rate and pressure as that used in the microwave studies. At a 
total path length of 72 m they observed a discrete band system at 620-570 nm, 
which they assigned as the ~3A" ~ R~A' transition. Laser excitation experiments 117) 
have shown that, while the lower excited triplet state is phosphorescent, the singlet 
companion ,~A" state does not fluoresce. 

2.3.3 The T1(n, n*) Excited State 

Schuh et al. ns) were able to observe the resolved phosphorescence from CH3CHO 
by taking advantage of the much longer 25 ~ts emission from the triplet state relative 
to the 5 ns component from the corresponding singlet state. In their experiment 
CH3CHO was optically excited into its ,~XA" singlet state at 320 nm where it under- 
went direct emission or intersystem crossing to the triplet state. The resulting emission 
was resolved into fluorescent and phosphorescent components by observing the tem- 
poral development of the spectrum. From the onset of the phosphorescence they were 
able to estimate that the ~i3A ' '  ,-- X1A' system origin lay in the region of 369 nm. 
Moule and Ng um studied CH3CHO in absorption at path lengths up to 168 m and 
temperatures down to --90 t~. t hey established that many of the 363 to 351 cm -~ 
bands were temperature insensitive with a simple band pattern. An analysis of this 
band structure, when combined with the known torsional parameters of the lower 
state, led to a value of V 3 = 625 cm -~ for the ff.3A" state, which is to be compared 
to the 668 cm -1 barrier for the ~JA" state. The strength of the progression in 
methyl torsion is an indication that the CH 3 conformations are very different in the 
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excited triplet and ground electronic states. As vibronic-spin-orbit selection rules do 
not allow for odd quanta of the aldehyde wagging mode, v,4, to be active in the 
spectrum, the 0-  and 1- components of the inversion manifold were not observed 
and the barrier to inversion of the aldehyde hydrogen was not established for the 
a.3A" state. 

The laser phosphorescence excitation spectrum of thioacetaldehyde, which is shown 
in Fig. 25, has nearly the same profile as the absorption spectrum and both spectra 
appear to contain the same vibrational information. The spectrum consists of two 
sets of band clusters centered at 608 and 593 nm. They form an interval of 
742 cm-~ which was assigned to the C = S stretching mode, v6. The clusters are too 
wide to be assigned to individual vibronic transitions. Rather, as in the case o f  
CH3CHO, each cluster consists of a series of  transitions in the torsional mode, v,5. As 
the spectra were recorded at room temperature, the assignment had to be made by 
comparing the observed intervals with the ground state levels determined from the 
microwave parameters of Kroto et al. loz). This process established the origin, 0o °, as 
a weak band at 16294 cm -z. The assignment of  the upper state levels could not 
be made directly because of spectral congestion. Instead, the spectral profile (band 
intensity and band positions) was synthesized from estimates of the V 3 torsional 
potential. The agreement between the calculated and the observed torsional contours, 
shown in Fig. 26, is satisfactory for the transitions which terminate on the lower 
15 °at and 150° levels, but is poor for the higher transitions. An analysis of the 
data for the isotopic species showed that the source of the difficulty was a strong 
coupling between the large amplitude hydrogen wagging mode, v,4, and the torsional 
mode, v~5. Table 19 collects the torsional parameters which were extracted from the 
~3A" *-- XIA 1 transition. 

The 94 cm-  ~ barrier in CH3CHS is quite low compared to the 625 c m -  ~ barrier 
in fi3A" CH3CHO. The difference may be understood from the ab initio calculations 
of  Baba et al. 1 is). For A,1A" C H  3 C H O ,  they-found that a pyramidal distortion of the 
aldehyde group did influence the torsional barrier which increased from 208 to 
732 c m - '  when the oxygen atom was displaced out-of-plane by 32 °. From this corre- 
lation with acetaldehyde, it follows that the low V 3 value for thioacetaldehyde must 
be the consequence of a planar or pseudo-planar CCHS framework. The v14 wagging 
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Fig. 26. Observed and calculated torsional clusters in the singlet-triplet spectrum of CH3CHS 

motion, which is largely an out-of-plane displacement of  the aldehyde hydrogen, must 
be confined to a broad potential which contains a low central barrier, not unlike that 
o f  thioformaldehyde in the ~3A~ electronic state. 

Smeyers et al. 120) have performed an ab initio study of  the joint large amplitude 
methyl rotation and hydrogen wagging vibrations in the X,1A' and a.3A" states of  
CH3CHS. They found the ecfipsed and antieclipsed conformers to be the preferred 
structures for the lower and upper electronic states, respectively. The calculated 
barrier heights to methyl rotation o f  1 t 8.3/455.6 c m -  I for the respective states are in 
good agreement with the experimental values of  94.2/534.3 cm -1. The barrier to 
inversion o f  the aldehyde hydrogen in the a3A" state was calculated to be very low, 
67.4 cm -1. As a consequence, the potential function of  Fig. 27 is flat and resembles 
a square well. 

It has been known for some time that shifts in the phase angle occur on electronic 
excitation in simple molecules with hindered internal rotation. For example, in the 
case o f  acrolein, the trans isomer is the most  stable form of  the S O molecule, while it 
is the cis form which is more stable in the excited S 1 state. A simple explanation 

Table 19. Spectroscopic parameters ~ for the 57A" states 
of acetaldehyde and thioacetaldehyde. 

Parameter CH3CHO b CH3CHS" 

F 6.81 5.3608 
V 3 625 94.18 
le--0a I 183.2 48.7 
2a l -0a  1 335.8 79.5 
v,(C =X) -- 742 
T O 27240.4 16 293.8 

a in cm-l. bref. 1t9. Cref. 117. 
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comes from a consideration of  the n type MO's. In acrolein, the arrangement of  
the orbitals is not unlike that of  the butadiene system, with four out-of-plane 
p-type AO's centered on the oxygen and three carbon atoms, forming four z-type 
MO's. In order of  increasing energy the nodes in these orbitals would be defined by 
(a) + + + + ,  (b) + + - - - - ,  (c) + - - - -  + ,  (d) + - -  + - - .  In the S O state the orbitals 
(a) and (b) would be fully occupied. The S I and T1 states would have configuration 
(a)2(b)~(c) 1. I f  the relative stabilities of the two isomers are determined by n-type 
interactions between the end groups, it is clear that (b) and (d) would be antibonding, 
whereas (a) and (c) would be b. onding. This simple MO picture predicts that the trans 
isomer would be the preferred conformer for the So state while the cis isomer would 
be more stable in the Sl state. 

These simple ideas can be applied to molecules which have methyl groups 
adjacent to an n --, n* chromophore, such as acetaldehyde, nitromethane and methyl 
glyoxal. I f  the methyl group in these molecules is assumed to have a three-fold 
symmetry, the ~(CH) MO's can be decomposed into the sum 2a' + a" of  the C s 
point group. The out-of-plane a" MO is qonstructed from a pair of  ls orbitals and 
has a node at the molecular plane. It has the resemblance of a p orbital. Three other p 
orbitals on the C and S centers are required to complete the description of the pseudo 
n network. Figure 28 shows the arrangement. If  weak n-type interactions of  the type 

$I STATE 

So STATE 
Fig. 28. Conjugative model for the pseudo-n 
orbitals in the S O and S~ states of thioacetaldehyde 
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which are observed in glyoxal or acrolein occur between the ends of the molecule, 
then it follows that the eclipsed conformer of thioacetaldehyde will be the stable form 
in the ground electronic state, while the antieclipsed conformer would be the pre- 
ferred form for the S t excited state. 

2.3.4 Higher Excited States 

The vacuum ultraviolet region of acetaldehyde has been studied by Walsh tat) and by 
Lucazeau and Sandorfy t22). Both groups suggested that the complicated structure at 
160 to 190 nm was due to the presence of two different electronic transitions. They 
assigned line-like structure at 182 nm to the n ~ 3s Rydberg excitation, and the weaker 
bands at longer wavelengths to the n ~ ~* valence transition. Crighton and Bell t23) 
rephotographed CH3CHO and its deutero isotopomers under conditions of higher 
resolution. They were able to identify all of the weak features in the spectrum as part 
of the Rydberg system and could find no evidence for a second 1B 2 electronic state. 
As in the case of formaldehyde, n --, or* excitation is believed to lie at higher 
energies. 

The line-like profile of the bands is an indication that the structural changes asso- 
ciated with the Rydberg transition are not nearly as severe as those of the lower 
n ~ n* valence process. It follows that the molecule retains its ground state conforma- 
tion in the B~Ba(n, 3s) excited state with the methyl hydrogen eclipsing the oxygen. 
Within the envelope of the 0o ° band, a group of violet-degraded bands was observed 
which were assigned to sequence transitions in the torsional mode. The torsional 
transitions were deconvoluted from each other by a fitting procedure which used 
asymmetric top type-B contours derived from ab initio determined rotational con- 
stants. Observed and calculated band clusters are illustrated in Fig. 29. 

This procedure led to the excited state parameters V 3 = 880cm -t  and V 6 
= 77 crn -~. Ab initio calculations confirmed the experimental expectations that the 
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CCHO frame of the molecule was planar and the methyl hydrogens eclipsed the 
oxygen atom. 

The ultraviolet spectrum of thioacetaldehyde, CH3CHS, shown in Fig. 30, dis- 
plays 5 diffuse bands in the Rydberg region which can be grouped into a pro- 
gression of about 1150 cm -I.  This is the vibrational interval expected for the C = S  
stretching mode for an n ~ 4s Rydberg transition. However, the intensity and the 
width of the absorption give the system the appearance of the valence ~ ~ ~* 
transition. As these Rydberg and valence states are both of the same symmetry, the 
excited state must be of  a mixed (n, 4s)-(~, ~*) character. 

2.4 Acetone, Thioacetone 

C3H60: Acetone is one of the more important molecules of organic chemistry. It 
is a stable, readily available solvent. 
C3H6S: Thioacetone, on the other hand, is a difficult compound to work with 
because of the odor associated with the trace compound 2,2-propanedithiol, which 
is omnipresent. This impurity is readily formed by the addition of hydrogen sulfide to 
thioacetone. It is said i241 thai the odor of  thioacetone is so obnoxious that Baumann 
and Fromm had to abandon their work with the compound because of protests of the 
city of  Freiburg, Germany. Thioacetone is a red liquid which is stable at 0 °C. 

2.4.1 The Ground State 

The microwave spectrum of acetone was first studied by Swalen and Costain 125) 
who determined the dipole moment and a structure for the molecule. This work was 
extended by Peter and Dreizler 126~. At about the same time, Nelson and Pierce lzv) 
observed the spectrum of its isotopomers and reported an r s geometry. More recently, 
Iijima 12s) determined a zero-point average structure from moments of  inertia obtained 
by microwave spectroscopy and bond distances from gas electron diffraction. 
Table 20 gives the zero-point average parameters which have been corrected for the 
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Table 20. Zero-point average struc- 
ture a f o r  ~ I A  1 ace tone ,  b 

Pa~me~r 

r(CC) 1.517(3) 
r(CO) 1.210(4) 
r(CH) 1.091 (3) 
~(HCH) 108.5(0.5) 
ct(CCC) 116.0(0.25) 

a in A and degrees, b ref. 128. 

Periodic Group Relationships in the Spectroscopy 

effects of  the large amplitude torsional motion. The equilibrium structure of acetone 
was shown to be a double eclipsed conformation in which the hydrogens from the 
methyl groups lay in the molecular plane of  the frame. 

The addition of two methyl groups to the carbonyl moiety creates two low 
frequency, large amplitude torsional modes which greatly complicate the molecular 
dynamics. In the absence of torsional level splitting (high barrier approximation), the 
wavefunctions can be classified according to the operations of the C2v group. The 
joint motions of both rotors can be grouped into a clockwise-clockwise mode, 
v~2(a2), and to a clockwise-anticlockwise mode, v17(bt). The effective barrier opposing 
the joint methyl rotations, which is central to the dynamics of this problem, was 
determined from the microwave line splittings. A more complete picture of the 
potential surface was obtained by the addition of infrared data, since this technique 
yields information about the higher energy levels from which higher order interaction 
terms (top-top coupling) can be extracted. The far infrared spectrum of acetone was 
first reported by Fately and Miller 129) and then by Smith et al. 13o). Figure 31 shows 
the recent high resolution infrared spectra of  acetone which have been recorded 
and analyzed by Groner et al. ~3~). From the predictions of  the double rotor Hamil- 
tonian, the strong band at 125.16 cm-~ was assigned to the V~v(b~) fundamental and 
the remaining bands to sequence or overtone transitions within the v~7 torsional 
manifold. It is improbable that the vtz(a2) mode is active for symmetry reasons. From 
a fit of  the data to the calculated levels, the effective barrier was determined to be 
291 cm-1. The ab initio SCF results of  Crighton and Bell 132~ were found to satisfac- 
torily reproduce the observed frequencies. 

Under the operations of  the Cz, point group, the 24 vibrational modes can 
be decomposed into the representations: 

F v = 8 a ~  + 4 a  2 +5b~ + 7b 2 

Vibrational frequencies for acetone and thioacetone-d 6 are given in Table 21. These 
are collected from the infrared and Raman studies of  Dellipanane and Overend 133) 
and the force field calculations of Hollenstein and Gunthard 134~ 

Experimental data are quite sparse for thioacetone. Rotational constants and a bar- 
rier height for methyl torsion were estimated by Kroto et al. ~35~ from the microwave 
spectrum. They obtained an effective barrier height of  454.7 cm-a from the torsional 
fine structure splittings in the J(3) *- J(2) line, which is to be compared to the 291 c m -  
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b a r r i e r  o f  a c e t o n e .  G a r r i g o u - L a g r a n g e  e t  al .  136) r e c o r d e d  s o l u t i o n  i n f r a r e d  a n d  

R a m a n  s p e c t r a  o f  t h e  d o a n d  d 6 s p e c i e s  a n d  w i t h  f o r c e  f ie ld  a s s i s t a n c e  a s s i g n e d  

t h e  s k e l e t a l  f r e q u e n c i e s .  T a b l e  21 g i v e s  t h e i r  r e s u l t s .  

~ 3 ) z  CO 

3C0 

(CD3)zCO [ ' ' ~ ~  

l 
120 1 O0 80 60 

WAVENUMBER (cm -1) 

Fig. 31. Fa r  infrared spectra o f  acetone vapor  

Table 21. Vibrat ional  frequencies a for g round  state acetone and thioacetone. 

Mode Approx.  description (CH3)2CO c (CDa)2CO d (CH3)2CS e (CD3)2CS c 

v I (al) C H  stretch 3004 - -  - -  - -  
v 2 (al) CH stretch 2937 2109 - -  - -  
v 3 (al) C = X  b stretch 1731 1732 1269 1257 
v 4 (al) C H  deform 1435 1088 1422 1025 
v 5 (al) C H  deform 1355 1036 1359 1062 
v 6 (a~) C H  deform 1072 887 - -  - -  
v 7 (a 1) CC stretch 777 689 704 - -  
v a (al) CCC bend 385 321 380 - -  
v 9 (a2) C H  stretch 2972 2229 - -  - -  
VlO (a2) C H  deform 1426 1017 1447 1025 
vi1 (a2) C H  deform 872 763 992 775 
Vl 2 (a2) tors ion I 12 - -  - -  - -  
vta (bl) C H  stretch 2972 2227 - -  - -  
v14 (bl) C H  deform 1454 1050 1437 1044 
Vls (bl) C H  deform 1090 - -  1087 1044 
v16 (bl) C = X  wag 484 405 436 369 
v17 (b~) tors ion 120 - -  - -  - -  
Via (b2) C H  stretch 3018 2264 - -  - -  
V19 (b2) C H  stretch 2920 2123 - -  - -  
V2o (b2) C H  deform 1410 1242 1422 1025 
V21 (b2) C H  deform 1364 1035 1353 - -  
v22 (b2) C H  deform 1216 1004 1195 1207 
V23 (b2) C H  deform 891 - -  896 691 
V24 " (b2) C = X  deform 530 475 - -  345 

a in cm -1. b X = O or  S. c ref. 134. d ref. 135. c ref. 136. 
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2.4.2 The St(n, n*) Excited State 

Acetone has a moderately strong absorption system in the near ultraviolet extending 
from 330 to 220 nm with a maximum at about 275 nm. There is vibrational fine 
structure at the long wavelength end, but this rapidly becomes diffuse and merges 
into a continuum. Noyes et al. t37), in 1934, made a partial analysis of the discrete 
part of the spectrum. Their analysis placed the 0 ° band at 30839 cm - : .  Recently, 
Baba et al. 13s) recorded the fluorescence excitation spectrum in a supersonic jet. 
Figure 32 shows their spectrum. The 0o ° bands are very clear in the spectra of  the 
two compounds (CH3)2CO/(CD3)/CO at 30435/30431 cm -1. The 4 cm -1 red shift 
on deuteration is somewhat surprising since D for H substitution usually produces 
blue shifts. It must be that the isotope effects resulting from decreases in the out-of- 
plane wag v16(bl) are more than offset by inqrehses in frequency of the torsional 
modes. Three somewhat harmonic quanta in a single torsional mode (either v~2(a2) 
or v24(b~) ) were observed at + 172, +341 and +473 cm -1. I f  the minor features 
due to top-top coupling are not considered, the problem can be treated in one 
dimension using Eq. (4) to give an effective barrier height of 466 cm -~. 

The torsional activity is similar to that found in the spectrum of CH3CHO. A single 
progression of bands in one of the two torsional modes is observed to attach to the 
electronic origin. It follows, on Franck-Condon grounds, that only one methyl 
group internally rotates on excitation to the upper electronic state. If  the two 
torsional angles in the lower state are defined as 0 ~, 0 -, (both methyls in an eclipsed 
configuration) then the conformation in the upper state would be 0 °, 60 °, (eclipsed- 
antiecIipsed). Such a model would explain the observed polarizations of  the bands. 
Baba et al. 13s) were able to obtain the rotational contours of the bands under condi- 
tions of  relatively high resolution. A fit of the possible band types to the contours 
showed that the bands are mainly of type-C character (transition dipole directed 
out of  the molecular plane). Furthermore, the first band in the spect~m was 
assigned to a transition which terminated on 0 ÷. Based on C2v symmetry, this could 
only appear as a magnetic dipole transition. Single quanta of  the torsions v24(b~) 
and v12(a2) would give rise to type-B and type-A bands, respectively. Baba et al. 
needed a second order vibronic mechanism to explain the band polarizations. A way 
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Fig. 32. Fluorescence excitation spectrum of jet-cooled acetone 
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out of this quandary would be to assume that the symmetry of the upper state is 
reduced to C s (0 °, 60°). Under C, selection rules, the origin transition would be allowed 
as a type-C band, as would the quantum additions of the totally symmetric vibra- 
tions. 

On Franck-Condon grounds, the oxygen out-of-plane wagging mode v23 should 
form a well developed progression. The identification of five levels was sufficient to 
establish the form of the quadratic Gaussian function Eq. (I) and the height of the 
barrier opposing planarity as 466 cm-~. 

Spectra of thioacetone in solution were recorded by Fabian and Meyer 139) They 
assigned a single absorption at 499 nm to n --, n* excitation. Recently, vapor phase 
absorption spectra have been recorded by Paone et al. t4ol as shown in Fig. 33. 

Under conditions of moderate resolution, the spectrum in the region of the singlet- 
singlet system origin is diffuse and structureless. As the molecule does not fluoresce 
strongly, supersonic jet spectroscopy may not be possible for this system. 
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Fig. 33. Visible spectra of thioacetone 

2.4.3 The Tt(n, n*) Excited State 

The long wavelength side of the visible absorption spectrum of  thioacetone displays 
a series of line-like bands starting at 575 nm. Figure 34 shows the corresponding 
laser phosphorescence excitation spectrum in the same region, which is similar in 
profile. The starting point for the vibrational assignment was the identification of 
repeating intervals of about 70 cm -1 in the spectrum. This clustering was assigned 
to the activity of  the vt2(a2) and vl7(b~) torsional modes. Under higher resolution, 
the bands show the distinct rotational outline of S form (AN = +2) and Q form 
(AN = 0) branches. 

The 00 ° system origin at 17384 cm -~ forms the first member of the torsional 
progression. The four bands within the torsional envelope appear to have a regular 
intensity pattern. It was possible to treat the problem in one-dimension using Eq. (4). 
Effective barriers, V3, of 462/167 cm -~, were derived for the ~/~ states. The sim- 
plicity of  the spectrum suggests that, like acetone, only one methyl group undergoes 
a 60 ° rotation on electronic excitation. In all probability, the conformation of the 
ground state is eclipsed-eclipsed and the first excited triplet state is eclipsed-antieclipsed. 
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Fig. 34. Laser phosphorescence excitation spectrum of thioacetone 

2.4.4 Higher Excited States 

Survey spectra of  thioacetone in the 260 to 185 nm region, recorded by Paone 
et al. 14o) are shown in Fig. 35. The band at 226 nm (5.49 eV) is given the assignment 
n --* 4s, based on the calculated value o f  5.23 eV. The spectrum resembles the first 
Rydberg transition in CHzS , with the 0 ° band dominating as a sharp line-like feature. 
The bulk of  the vibrational activity is contained in the three modes v8(CCC ), 
v3(CS ) and V~s(CH3). The lack o f  progressions in the torsional mode indicates the 
conformations of  the methyl groups are not altered on electronic excitation. 

The B state results from 7t --, ~* excitation and manifests itself as a broad, feature- 
less absorption which lies beneath the n --* 4s Rydberg transition. In profile, the 
spectra are reminiscent of  those of  CHzS. The conformational changes which 
occur on the n ~ n* first electronic excitation are believed to be a consequence of  

Ld 
(D 
Z ,< 
1:]13 
Q::: 
0 (D 
m 
< 

n---4s 

(CH3) 2 CS 

~.~w" lJ,~ n - "  4Pz 

40 45 50 

WAVENUMBER (103 c m  -1) 

Fig. 35. Ultraviolet absorption spec- 
tra of thioacetone 
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populating a n* orbital which also occurs on n ~ n* excitation. It follows that the 
conformation in this state should be eclipsed-antieclipsed or antieclipsed-antieclipsed. 
In either case, the torsional modes should be active in forming band progressions. The 
result would be a highly congested spectrum and would account for the seemingly 
diffuse and featureless nature of the observed spectrum. Supersonic jet laser excitation 
studies would be of help here. 

The I)XB2 ~- X1A 1 and ~IA 1 ~ XXA 1 transitions which result from n ~ 4pz and 
n --, 4py excitations were observed at 6.40 and 6.52 eV, respectively. Both systems 
display single quantum additions of  v s, the CCC in-plane bending mode. 

3 Ketenes, Thioketenes, and Selenoketenes 

CH2CO : Ketene is the prototype for this series of compounds. It is readily prepared 
by the pyrolysis of acetone, acetic anhydride and other simple precursors. The 
monomer has limited stability due to the ease with which it dimerizes. The 
haloketenes and other small, substituted ketenes are reactive enough to be considered 
transient molecules. Ketene has been studied spectroscopically since the first report 
of its liquid phase Raman spectrum in 1936 by Kopper ~41). The main interest comes 
from the comparison with formaldehyde. Although the molecular structure of ketene 
is only marginally larger, with one extra atom, the microwave, infrared and UV- 
visible spectra are much more complex than those of CH20. 

The electronic spectroscopy of ketene is of particular interest because the 
upper state is photochemically active, leading to the formation of singlet and triplet 
methylene. There has been much controversy over the wavelength dependence of the 
relative yields of the two species of  methylene, which to this day has not been 
satisfactorily resolved. For such a relatively simple molecule, the difficulties in 
unraveling its spectroscopy continue to be both surprising and challenging. 
CHzCS: Thioketene was first reported by Howard 142) in 1962 as an unstable product 
of the thermolysis of t-butylthioacetylene. Subsequent microwave ~43) and photo- 
electron 144) work confirmed that the molecule could be prepared by pyrolysis of a 
number of  precursors including hexamethyltrithiane, dithioacetic acid and 1,2,3-thia- 
diazole. All reports confirm the relative instability of the species in the gas phase, with 
a reported half-life of five minutes at pressures of  0.04 Torr 145). Spectroscopic studies 
of thioketene have not advanced nearly as rapidly as those of thioformaldehyde, 
possibly because of the difficulties anticipated by analogy to ketene. It has been 
found possible to stabilize the CCS moiety by the addition of bulky substituents 146. ~47) 
However, few of the less stable, small, substituted thioketenes have been reported and 
spectroscopic studies are limited. 
CHzCSe: The preparation of gas phase selenoketene was first reported by a group 
of microwave spectroscopists ls5) in 1978. Pyrolysis of 1,2,3-selenodiazole gave 
a species whose microwave spectrum in the 18 to 40 GHz region, including transitions 
of the S°Se and 7SSe species in natural abundance, was consistent with that expected 
for CHzCSe. Further observations of  deuterium substituted species ~59) confirmed the 
identification and established the structure of  the molecule. Selenoketene is a transient 
species, like thioketene, which dimerizes and polymerizes rapidly at room temperature. 
Few other selenoketenes have been prepared. 
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3.1 The Ground State 

A diagram of the geometry and axis conventions for ketene is shown in Fig. 36. The 
molecule has a planar structure with C2v symmetry. The molecular orbitals in the 
ketene molecule are not directly analogous to those of formaldehyde, as was recog- 
nized in early ab initio studies 148). Ketene is a 22 electron system with 16 valence 
electrons. The molecular orbitals can be classified according to their behavior under 
the symmetry operations of the molecular point group, C2v. Detailed MO calculations 
have established that the ground state orbital occupancy is: 

2 2 2 2 2 2 2 2 2 2 2 la12a13a14ax 5a16a17al 1 b2 lb12b22b 1 

b 

HJc~ 
C 

,,': O-~---P-" a 
Fig. 36. The molecular structure of  ketene with the principal axes. 
The Cartesian axes are z = a, y = b and x = c 

The calculated orbital energies 149) and approximate descriptions are given in Table 22. 
The n and n designations are less applicable to the ketene molecular orbitals than 
in the formaldehyde case. However, they serve as a useful guide for purposes of 
comparison. 

The two molecular orbitals of  b 1 symmetry are formed predominantly by out-of- 
plane Px orbitals on oxygen and the two carbons. Population analysis shows that these 
orbitals can be described as lone-pair orbitals on oxygen as well as n bonding 
between the carbons. The carbon-oxygen n bond is formed mainly by the b 2 orbitals, 
with the n lobes in the plane of the molecule. However, these simple descriptions 
are misleading since the b 2 orbitals also contribute to the methylene carbon-hydrogen 
sigma bonds, and the b 1 orbitals give an appreciable amount of triple bond character 
to the C = O  bond. A simplified diagram of the bonding is shown in Fig. 37. 

3b I 3b 2 

2b I 2b 2 

Fig. 37. Schematic representation of  
the higher energy HOMO and LUMO 
orbitals of  ketene 
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Table 22. Calculated energies and approximate descriptions of the molecular or- 
bitals of ketene ~49~ 

Orbital Energy (DZ + P) ( a u )  Approximate description 

la I -20.6333 O inner shell 
2a I --11.4035 C inner shell 
3al --11.2488 C inner shell 
4a 2 -- 1.4713 C 1 - O  cr bond 
5a 1 --1.0708 C 1 -C  2 cr bond 
6a 1 --0.7557 o'(CH2) + o'(C 1 -C2)  
7a I --0.6830 n + c(Ct--C2) 
lb 2 --0.6573 ~y(CO) + cr(CH2) 
lbl --0.6415 r~ (CC) + n(O) 
2b 2 --0.5609 roy(CO) + cr(CH2) 
2b 1 --0.3674 nx(CC ) + n(O) 

The bonding in thioketene-and selenoketene is expected to be qualitatively similar 
to that in ketene, although few detailed calculations have been reported. Some idea 
of  the similarities can be gleaned from a comparison of  the photoelectron spectra of  
ketene and thioketene. The interpretation of  the two spectra, from the recent results of  
Bock et al. 1,~), is shown in Fig. 38. The expected close resemblance is found, although 
the 2bl-2b 2 energy separation is substanually reduced in the thioketene molecule. 

There has been considerable theoretical effort devoted to calculating the relative 
energies of  the possible ketene and thioketene isomers, primarily in the study of  the 
Wolff  rearrangement. The structures o f  the various valence isomers are shown in 
Fig. 39. For  ketene the computed stabilities follow the order I > II > VI > III, 
with the ketene structure clearly the most stable 15o). In contrast, early minimal basis 
set calculations 151~ predicted mercaptoacetylene (II) to be the most stable C2H2S 
isomer with thioketene slightly above and thiirene (III) less stable than thioformyl- 
methylene (VI). More thorough ab initio studies 152.153) now agree that the order of  
stability is I > II  > III, illustrating once more the inherent dangers in relying on the 
predictive powers of  calculations whose basis set sensitivity has not been fully 
explored. In any event, experimental results ~43.154. ls5) support the conclusion that 
ketene, thioketene and selenoketene are the most thermodynamically stable species on 
the relevant C=H=X surfaces. 
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Fig. 38. Photoelectron ionization poten- 
tial correlation diagram for ketene and 
thioketene 
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Fig. 39. Possible C2H2X isomers 

The gas phase substitution structures and dipole moments of CH2CO , CH2CS , 
and CH2CSe have been determined by microwave absorption spectroscopy. The 
results are summarized in Table 23. 

The gas phase infrared spectra of ketene and thioketene have been reported and a 
few bands of selenoketene have been observed in matrix isolation studies 16o). These 
molecules have C2v symmetry with their rotational axes oriented as shown in Fig. 36. 
The nine fundamental vibrations factorize such that the totally symmetric vibrations 
v l -v  4 belong to the a 1 species, the out-of-plane vibrations v s and v 6 to the b I species, 
and the in-plane vibrations vT-v 9 to the b 2 species. The a I fundamentals give type-A 
parallel bands, while type-C and type-B perpendicular bands are found for the b 1 and 
b 2 fundamentals, respectively. Since ketene and thioketene are near-prolate symmetric 
tops, the rotational structure of  the IR bands is only minimally complicated by 
asymmetry splittings. 

The analysis of the IR spectrum of  ketene has occupied many workers since 
the earliest report in 1937 16~). The rotational and vibrational structure is complicated 
by numerous Fermi and Coriolis interactions which are only beginning to be 
understood 162). In very recent work, Duncan et al. 163) set out to determine the 
general harmonic force field of  ketene using extensive high-resolution IR data from 
many isotopic species. They concluded that no acceptable force field for ketene 
could be derived purely from the available data and had to resort to ab initio 
calculations to complete the analysis. These authors point out that of  the A 1 funda- 
mentals of  CH2CO, 13CH2CO, CH213CO and CDzCO only vl of CD2CO is unper- 
turbed. The presence of such extensive perturbations in a molecule as small as 
ketene does not bode well for high resolution studies of  other molecules in this series. 
Infrared spectra of thioketene have only been published very recently 164, xrs). Using 

Table 23. Molecular substitution structures and dipole moments. 

Molecule C=X (A) C=C (/~) C--H (A) ~c HCH (deg) Ix (D) 

CH2C O 156.157) 1.1618(30) 1.3159(30) 1.0740(18) 122.17(20) 1.414(10) 
CH2C s 15a) 1.554(3) 1.314(3) 1.090(6) 120.3(5) 1.02(1) 
CH2CSe 155,159) 1.706 1.303 1.0908 119.7 0.90(5) 
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multiple reflection techniques Kroto and McNaughton ~64) were able to observe the 
high resolution FTIR spectrum of  CH2CS and rotationaUy analyzed two perpendi- 
cular bands. The fundamental frequencies were established and are presented in 
Table 24 along with those of ketene. 

Table 24. Gas phase fundamental frequencies ~ of  ketene and 
thioketene. 

Vibration CH2CO b CH2CS ¢ 

vl(al) C - - H  stretch 3070.4 3020 
v2(al) C--X stretch 2152.6 850(v4) 
v3(al) HCH bend 1387.5 1331 
v4(al) C=C stretch 1116.0. 1757(v2) 
vs(bl) CH 2 wag 587.3 701 d 
v6(bl) C = C = O  bend 528.4 378 d 
vT(b2) C - - H  asy. str. 3165.3" 3107 
vs(b2) CH 2 rock 977.8 f 922 
vg(b2) C = C = O  bend 439.0 f 340 

a in cm -1. b all frequencies from re£ 162 except as noted. 
c all frequencies from ref. 164 except as noted, d ref. 166. 
e ref. 167. f ref. 168. 

3.2 The Exci ted States 

The near UV-visible absorption spectrum of ketene consists of  a large number of  broad, 
diffuse bands superimposed on a continuum. High resolution studies under a variety 
of conditions have failed to reveal any evidence of structure in these bands 169) 
Dixon and Kirby 169) have analyzed the low-frequency vibrational progressions 
observed among the diffuse bands in terms of two transitions: 1A" ~- 1At in the 
260 to 385 nm region and 3A" ~ *A 1 in the 385 to 475 nm region. Subsequently, 
Laufer and Keller ,7o) re-examined the spectrum and concluded that only the 
~A" ~ 1A~ band system is evident. They argue that the excited triplet and singlet 
electronic term values are less than 19200 and 21300cm -*, respectively. Despite 
considerable effort 1~i), ketene has not been reported to fluoresce or phosphoresce. 
Therefore, it has not been possible to directly determine the lowest excited state 
geometry, vibrational energy levels, or the nature of the electronic transition of 
ketene by experimental methods. 

There have been a variety of  theoretical studies of the excited states of  ketene, 
culminating in a recent, very detailed set of  calculations by Allen and Schaefer 1~2) 
The calculated vertical excitation energies for a variety of  low-lying electronic states 
are given in Table 25. The lowest energy transitions are predicted to involve 
excitation of an electron from the 2b, (HOMO) out-of-plane n-type orbital to the 
3b 2 (LUMO) in-plane n*-type molecular orbital (see Fig. 37). Geometry optimization 
yields an in-plane bent structure of  C s symmetry for these excited states as 
depicted in Fig. 40. The calculated geometries and adiabatic excitation energies are 
given in Table 26. Dixon and Kirby 169) argued that the long progressions with 
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350 to 500 cm -1 intervals in the e lec t ronic  spec t rum are  upper  state skeletal 

bending  vibrat ions.  F r a n c k - C o n d o n  a rgumen t s  then predict  a bent excited state 

geometry .  Cons idera t ion  o f  the Walsh  d i a g r a m  for AB 2 molecules  led these au thors  
to conc lude  that  the bending was in-plane,  in ag reemen t  wi th  later calculat ions.  

Al len  and Schaefer  :2)  also calcula ted the exci ted state v ibra t ional  f requencies  as 

shown in Tab le  27. The  m a j o r  f requency  changes  on exci ta t ion are predic ted  to 

occur  for the C = C and C = O stretches,  a l t hough  there  is some uncer ta in ty  concern ing  
the IA"  state a" modes,  due to mix ing  with  the g round  state. 

Table 25. Theoretical (DZP+R--CISD) vertical excitation energies 
for the low-lying electronic states of ketene t72). 

Electron configuration State Energy (cm -1) 

2 2 2 2 • .. lb21b12b22bl tA1 0 
2 2 2 1 1 29 830 ... I bz Ib12b22b13b2 3 A  2 

~A 2 30904 
2 2 2 1 1 4 4 6 7 7  • .. lb21bt2b22b13b I 3A 1 

21A1 560.54 

Table 26. Geometries and adiabatic excitation energies calculated for 
ketene ground and lowest excited states? 

Parameter ~A~ 3 A "  IA" 

r(C=O) 1.1466 1.1716 1.1742 
r(C = C) 1.3101 1.4660 1.4620 
r(C--Hx) 1.0735 1.0735 1.0728 
r(C--H2) 1.0735 1.0780 1.0766 
9: (CCO) 180.00 129.25 129.81 
,): (H1CC) 119.01 119.94 120.02 
-~ (H2CC) 119.01 119.60 118,99 
Energy (cm -1) 0 16719 19015 

" bond lengths in A, angles-in degrees, calculated at the DZP SCF level; 
adiabatic excitation energy in cm -x, calculated using DZP CIDVD 
wavefunctions; all data from ref. 172. 

y 

I 
H2 I \P 
/ 

H1 

1 - - ~  . . . .  ~ Z 

Fig. 40. C s planar structure for excited state ketene 
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Table 27. Calculated DZP SCF vibrational frequencies ~ 
for the ground and excited states of ketene x72~. 

Description IA~ 3A " ~ A " 

asym. C--H str. 3467 3458 3469 
sym. C--H str. 3355 3319 3332 
C=O stretch 2360 2093 2t08 
HCH bend 1537 1554 1556 
CH 2 rock 1094 1158 1189 
C--C stretch 1245 1027 1052 
CCO bend 618 508 509 
CH 2 wag 702 680 1383 ~ 
HCCO torsion 486 396 483 b 

a in cm -1 . b differs from the triplet state due to mixing with 
the ground state. An alternate calculation gives 599 and 
427 cm -1. 

One experimental approach to further understanding the excited states o f  ketene 
would be to study a related molecule with a bound upper state and resolvable 
structure in the absorption spectrum. Such a study has been attempted by Clou- 
thier 173), who theorized that thioketene might have a discrete spectrum which could 
be rotationally analyzed to establish the upper state geometry and symmetry. 
Several factors suggested this approach. Previous experience with thiocarbonyl com- 
pounds had shown that substituting sulfur for oxygen substantially lowered the exci- 
tation energy for the electronic transitions to n, n* states, usually shifting them from 
the UV into the visible. Such low-lying states are more likely to be bound than 
those at higher energies, as is thought to be the case for thioformaldehyde, in 
contrast to the well-known photochemical activity o f  formaldehyde. 

Ab initio calculations ~52) on thioketene were also encouraging, suggesting that the 
lowest triplet state is about 15 000 cm-x above the ground state and has an in-plane 
bent geometry with an elongated C = C  bond, analogous to the results for ketene. 
Thus, comparisons of  the excited states o f  the two species were likely to be 
meaningful. Finally, suitable methods for preparing thioketene were available based 
on the pyrolysis of  1,2,3-thiadiazole as in Eq. (5). 

H - C - N  
II It --* CH2CS + N2 

H - C  N 
\ /  
S 

(5) 

Although thioketene is unstable, successful microwave and IR studies showed that 
it could be handled in the low pressure gas phase with relative ease. 

The electronic spectrum of  thioketene was successfully recorded using spectro- 
graphic techniques. Low resolution comparison spectra of  the lowest electronic 
transitions of  ketene and thioketene are shown in Figs. 41 and 42. The thioketene 
spectrum is at much longer wavelengths and shows well-resolved vibronic structure. 
Unfortunately, very high resolution spectra of  CH2CS and CD2CS show no evidence 
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of  any rotational structure, suggesting that the excited state is predissociated. All 
attempts to excite fluorescence in the thioketene bands were unsuccessful. 

Analysis of  the vibronic structure of  the thioketene spectra does provide informa- 
tion on the excited state structure. Pronounced hot band progressions in Vg, the in-plane 
bending mode, are found in the spectra of  both thioketene and dideuterothioketene. 
No evidence of intervals involving the ground state out-of-plane bending mode v 6 
could be found, although v 6 and v 9 have comparable Boltzmann factors. Long pro- 
gressions involving low frequency excited state intervals most readily assigned as 
activity in v 9 were also observed. The strong Franck-Condon activity in the hot and 
cold bands in both isotopic species provides good evidence for the geometry change 
to an in-plane bent structure in the excited state. 

The vibronic structure in the spectrum is consistent with but does not prove that the 
transition is 1A" +-- 1A 1. Attempts to assign the bands using selection rules appropriate 
to other electronic transitions either failed or were inconclusive, In the absence of 
further information, the exact nature of  the electronic transition cannot be determined 
although it can be assigned as .A ~ X with reasonable certainty. A careful search, 
out to 800 nm, was made for the corresponding triplet-singlet transition but no further 
bands were observed. In sharp contrast to the spectra of formaldehyde and thioform- 
aldehyde, the triplet-singlet system in thioketene is too weak to be observed by 

I I 
260 500 540 580 

WAVELENGTH (nm) 

Fig. 41. The ultraviolet absorption spectrum of 
ketene 

I 
450 5OO 55O 

WAVELENGTH (nm) 

Fig. 42. The visible absorption spectrum of thioketene 
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conventional absorption spectroscopy using long-path multiple reflection techniques. 
All the experimental evidence suggests that the lowest excited states of  ketene 

and thioketene are analogous. Both are devoid of discrete rotational structure and do 
not detectably fluoresce. The observed vertical excitation energies are in agreement 
with the results of  high level ab initio calculations for a 2b I -~ 3b 2 electron promo- 
tion. Finally, both transitions exhibit extensive progressions in low-frequency bending 
modes implying a change in geometry on excitation. From these results it can be 
concluded that both molecules have an in-plane bent excited state geometry, in 
agreement with the early work of Dixon and Kirby 169). The absence of  any evidence 
for thioketene triplet-singlet bands agrees with the reassessment of the ketene 
vibronic spectrum by Laufer and Keller 170) as a single band system. 

The major discernible difference in the two band systems is the length of the 
bending progressions and consequent width of  the electronic transition. The thio- 
ketene bands span a narrow region of about 8000 cm-  1 centered at 500 nm, whereas 
the ketene spectrum covers some 17000 cm -1 centered at about 370 nm. This large 
difference probably reflects to some degree the limited pressure-path attainable 
with thioketene due to its instability, but also suggests more extensive Franck-Condon 
activity and a more distorted excited state in the ketene case. Such a conclusion is 
consistent with the ab initio results. 

Although a number of  other electronic transitions have been reported for ketene, 
UV spectra are not available for thioketene and none of the electronic transitions of 
selenoketene have been identified. A similar lack of data on the transitions in 
substituted species makes further comparisons of their spectroscopy unrewarding. 

4 Nitriles and Phosphaalkynes 

The nitriles are a well known functional group for which there is a substantial 
spectroscopic data base. The phosphorus analogs, RC_=P, are obscure oddities 
to most chemists and yet there is a surprising amount of spectroscopic information 
available for the molecules with simple R - -  groups. Although generally unstable 
with low pressure gas phase lifetimes of minutes to hours, the phosphaalkynes are 
sufficiently long-lived to be studied under flow and often static conditions. 
HCN:  Hydrogen cyanide is the nitrile prototype. The simple linear molecular 
structure and well separated vibrational frequencies have made it an ideal candidate 
for high resolution spectroscopic studies, particularly in the microwave and infrared 
regions. Intensive investigations, particularly of isotopically substituted species, have 
yielded very precise sets of vibration-rotation constants for the electronic ground state. 
This work was critically reviewed for the triatomic cyanides by Chadwick and 
Edwards ~74) in 1973. Since that time the state-of-the-art has been s~bject to major 
advances which are reflected in further refinements of  the spectroscopic data base. 

One of the most interesting aspects of the spectroscopy of HCN is the possibility of 
intramolecular isomerization to form the isocyanide, HNC. Although this class of 
organic compounds is well known, the simplest member, HNC, was first detected in 
a matrix by Milligan and Jacox 175) in 1963. The first gas phase detection was by 
observation of IR emission from HNC and DNC in the reaction of active nitrogen 
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with a variety of organic substances 176). Subsequently, the species was observed by 
microwave 177) and IR 1v8) absorption spectroscopy. These observations have stimu- 
lated a variety of studies of the large amplitude internal bending potential function 
for the isomerization process. 

Studies of  the excited states of  HCN have been hampered by the necessity of  working 
in the notoriously difficult region beyond 200 nm. In a now classic paper, Herz- 
berg and Innes 179) analyzed the rovibronic structure of the absorption bands in the 
160 to 200 nm region and established that the first excited singlet state has a bent 
geometry. Various other transitions further in the vacuum ultraviolet have been 
studied since then. The subject was reviewed by Ashfold et al. lao) in 1979. 
HCP: The prototype phosphaalkyne, HCP, was the first member of this group of 
compounds to be synthesized. Gier 181) reported, in 1961, that HCP could be prepared 
by passing phosphine through a low intensity rotating arc struck between graphite 
electrodes. The resulting colorless, very reactive gas could be stored without de- 
composition at temperatures below --124 °C, and had an IR spectrum consistent 
with the H - - C - - P  structure. Later workers showed that essentially pure HCP could 
be generated by pyrolysis of CHaPC12 and low temperature distillation of the 
products. When exposed to glass, HCP is quite stable at room temperature at 
pressures below a few Torr. Studies of the microwave, infrared and UV-visible 
spectra of  HCP have been reported. 

Fifteen years after Gier reported the preparation of HCP, a second member of  the 
phosphaalkyne family, CH3CP, was identified by Kroto et al. 182) using microwave 
spectroscopy. Subsequently, the same group prepared and recorded the microwave 
spectra of FCP, CF3CP , NCCP, HCCCP, H2CCHCP and C6HsCP 183). Clearly, 
C = P is a viable functional group and a whole family of such molecules exists. The 
chemical reactions and properties of the phosphaalkynes are now being explored in a 
number of  laboratories. 

4.1 The Ground State 

The prototype nitrile, HCN, is a linear molecule of Co v symmetry in the electronic 
ground state. The orbital occupancy of the 14 electrons is: 

1 ~ 2 ~ 3 ~ 4 ~ 2 5 ~ 1 ~  

A set of calculated orbital energies and approximate descriptions is given in Table 28. 
The two degenerate rc orbitals are orthogonal and occupy most of the space surround- 
ing the CN group. The 3a bond is mainly due to the overlap of the 2s orbitals on 
the carbon and nitrogen centers and forms the third member of the triple bond. 
The 4(r orbital is largely CH bonding and the 5or approximates a lone pair on the 
nitrogen atom. The approximate form of the molecular orbitals is shown in 
Fig. 43. 

The bonding in the isoelectronic HCP molecule is expected to be similar to 
that in HCN. The 22 electrons are distributed in the molecular orbitals as: 

1 ~ 2 ~ 3 ~ 4 ~ 1 ~ 5 ~ 6 ~ 7 ~ 2 ~  
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Table 28. Energies and approximate descriptions of the molecular orbitals of 
HCN 18,~, 

MO Energy (au) Approximate description 

lg --15.6471 Is on nitrogen 
2~ --11.3353 ls on carbon 
3t~ --1.2181 2s on carbon + 2s on nitrogen + C--N cr bonding 
4(r --0.7770 C--H bonding 
5o --0.5287 N lone pair 
1~ --0.4764 C--N ~ bond 
1~ r --0.4764 C--N n bond 
2n, 0.2949 LUMO 
2n 0.2949 LU MO 

7o- 6o- 

2~" 2~r 

H ~  ~ H~ . . . .  

1~" 1 ~  

Fig. 43. Schematic representations of 
the molecular orbitals of HCN 

The five H C P  valence orbitals (5(r through 27:) are dominated  by localized bonding 
descriptions similar to those of  H C N  (Table 28). The only differences are that  the 
6 c  bond  in HCP has some P - - C  bond  character  in addi t ion to the C - - H  bond 
contr ibut ion,  and the lone pair  electrons are more diffuse on the phosphorus  
than on nitrogen. The molecular  structures o f  HCN,  H C P  and a number  o f  sub- 
st i tuted species have been determined by microwave techniques. Al though studies of  
the nitriles are well advanced due to the stabili ty of  the species and the ease of  
obta ining the various isotopomers,  da ta  on the phosphaalkynes  are less complete.  
The lat ter  are studied by pyrolysis of  organophosphorus  precursors in flow systems, 
making isotopic substitution experiments more difficult and costly. In many  cases, 
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molecular parameters are transferred from similar molecules to arrive at a structure 
that is consistent with the observed rotational constants, but is not unique. A com- 
parison of various nitrile and phosphaalkyne structures is given in Table 29. 

Although the structures and bonding of the nitriles and phosphaalkynes are in 
many ways very similar, there is at least one example of  a substantial difference 
in the two species. It concerns the ground state bending potentials. It is well known that 
the nitriles can unimolecularly isomerize to isonitriles. The isomerization is thought 
to be the result of large amplitude internal bending. The potential function has been 
derived from the large body of  available experimental data 201) and has been 
found to agree well with the results of ab initio calculations 202). The potential, shown 
in Fig. 44a, has a barrier to HCN isomerization of  17319 cm - t  and a maximum at 
a bending angle of 87 degrees relative to the linear conformation. 
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Fig. 44a. The ground state bending potential for HCN. The solid line is that obtained from a fit of 
HCN/CNH data, the circles are ab initio results; b. The ground state bending potential for HCP. 
The solid line is that obtained from a fit of experimental data, the circles are ab initio results 

The bending potential of HCP has recently been studied using experimental and ab 
initio data 203). In sharp contrast to the behavior of HCN, the HCP potential, 
illustrated in Fig. 44b, shows no sign of turning over to form a minimum for 
CPH. The ab initio calculations predict that linear CPH corresponds to a local 
maximum approximately 30000 cm-1 higher in energy than HCP. Thus, the ground 
state bending potentials of HCN and HCP are very different, despite the similarities in 
most other spectroscopic parameters. 

High resolution gas phase infrared spectra have been reported for a variety of ni- 
triles but only for three phosphaalkynes, HCP, FCP and CH3CP. The linear 
triatomic species have Coo , geometries and the vibrations are numbered such that 
v 1 and v3 are the stretching modes and v2 the bend. The degeneracy of the bending 
mode (Hu) leads to the complications of  vibrational angular momentum which appear 
in the vibration-rotation spectra. A summary of relevant vibrational data for both 
groups of molecules is given in Table 30. 
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Table 29. Structural data for substituted nitriles and phosphaalkynes. 

Nitrile r(C = N) (A) r(X-- C) (A.) Ix (D) Ref. 

HCN 1.15512(15) 1.06316(10) 2.986 ls5, is61 
CH3CN 1.1567(6) 1.4617(6) 3.913(2) 187, lsa) 
FCN 1.15594(t0) 1 . 2 6 5 0 4 ( 1 0 )  2.1203(I0) 189 19o1 
CFaCN 1.158" 1.464(20) --  191) 
N -= C--C--  N 1.154(17) 1,389(30) 0.0 192) 

HC -= C--C ~- N 1.1585(10) 1.3775(10) 3.724(30) ~93~ 
CH 2 = C H--C --- N 1.1637(10) 1.4256(10) 3.68(7)IX~ 194) 

Phosphaalkyne r(C = P) (A) r(X--C) (A) IX (D) Ref. 

HCP 1.5421 (5) 1.0667(5) 0.390(5) 19~) 
CHaCP 1.544(4) 1.465(3) 1.499(1) 196) 
FCP 1.541 (5) 1.285(5) 0.279( 1 ) 197) 
CFaCP 1.542" 1.460 a --  laa) 
N - C--C -= P 1,544 ~ 1.382" 3.44(3) 1981 
HC = C--C - P 1.544 ~ 1.382 * 0,745(5) 1991 

C H  2 = CH--C --- P 1.544 a" 1,432 a 1.183(2) 2oo1 

" these parameters transferred from other molecules and are consistent with the derived rotational 
constants. 

Table 30. Vibrational data for various nitriles and phosphaalkynes, a 

XC - N v(CX stretch) v(C - N st retch) v(bend) Ref. 

HCN 3311 ,4775(15)  2096.855(12) 711.979(1) 2o4.2os, 2o6) 
DCN 2630.303(2) 1925.265(2) 569.046(1) 2o5,2o71 
FCN 1076.492007(13) 2318.81 450.92 la9,19ol 
CH3CN 915.40 2270.6 364.71 2os) 

XC --- P v(C"X stretch) v(C - P stretch) v(bend) Ref. 

HCP 3216,88952(32)  1278 .2798(12 )  674.69990(34) 2o91 
DCP 2419.42515(33)  1231.40260(55)  525.220421(22) 2ao,211~ 
FCP 801.339(7) 1670.842(9) 375.252(6) z12) 

CH3CP 750 b 1558.724(25) 302 b 213,214.z151 

a in cm-1. b from spectra taken in the solid phase. 

4.2 The Excited States 

T h e  e lec t ronic  spectra o f  the nitriles occur  for  the  mos t  pa r t  in the far  ul t raviolet ,  

m a k i n g  exper imenta l  studies difficult.  N o t  surprisingly,  the exci ted states o f  the  H C N  

molecu les  are  the mos t  fully charac ter ized  o f  this group.  O f  the phosphaa lkyne  
series, only  the spectra o f  H C P / D C P  have  been repor ted .  In a single paper ,  
Johns  et al. 116) r epor t ed  the ident i f ica t ion and  analysis  o f  s e v e n  elec t ronic  t ransi t ions 

o f  H C P  in the UV-vis ible ,  mak ing  it  one o f  the best charac te r ized  po lya tomic  

molecu les  in this regard. The  g round  state e lec t ronic  conf igura t ions  o f  H C N  and  H C P  
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Table 31. Electron configurations and terms for the electronic states of HCN and HCP. 

Linear geometry Bent geometry 

Configuration States Configuration States 

... ~ 4  ~Z + ... a'2a'2a "z ~A" 

... 0-2~3n * 1,3 A ... a'2a'2a"a '* ~,3A- 
... a'2a'2a"a "* 1,3 A, 

1,3~.  + . . .  a , 2 a , a , , 2 a , ,  1,3 A ,  

1,3]~ - . . .  a , 2 a , a , , 2 a - ,  1 , 3 A -  

. . .  (3"~4yC * 1,31~ . . .  a ' a ' Z a " 2 a  '*  1,3 A '  

. . .  a ' a ' 2 a " 2 a  " *  1 , 3 A , ,  

are both ... crzn 4 which is a xZ+ state. P romot ion  of  a 7r electron yields a variety of  
possible excited states which may be of  either bent or  linear geometry. The various 
terms are summarized in Table 31. 

The geometries of  the excited states of  HAB molecules can be qualitatively pre- 
dicted using Walsh diagrams 217). Such predict ions are in general agreement with the 
results of  detailed ab initio calculations for H C N  218) as outlined in Table 32. 

The ultraviolet  spectrum of  H C N  consists of  a weak set o f  bands between 200 and 
170 nm and a much stronger system in the 150 to 130 nm region. Herzberg and 
Innes 179) made a detailed high resolution study of  the weak bands for both H C N  
and DCN.  Long progressions in the bending mode v~ were observed and analysis 
established that  the first excited state was bent, with a bond angle of  125 °. The 
spectrum becomes increasingly diffuse to shorter  wavelengths due to a strong pre- 
dissociation in the A state. This diffuseness sets in earlier and is more pronounced for 
H C N  than DCN.  Herzberg and Innes proved that  the transition, with band origin 
at 191.4 nm in HCN,  was ,~IA" ~ X and ascribed it to the a" ~ a '  excitation corre- 
lating with the linear 1A state. A second transit ion,  observed only in DCN,  was analyzed 
and assigned as ~IA"(1Z - )  . - - ~ .  The strong band system was also analyzed by 
Herzberg and Innes 179) and assigned as a transit ion to the A '  component  o f  the 
q ' I  state. Mos t  of  the vibronic bands are diffuse but rotat ional  structure was 
resolvable in the lower members of  the long upper  state bending progression. A bond 
angle of  141° was derived for this state. 

Table 32, Theoretical predictions of the excited state energies and geometries of HCN. 

State T, (eV) r(HC) (/~) r(CN) (~.) 4: (HCN) (deg) 

l Z+ 0.00 1.055 1.180 180.0 
3A' 4.42 1.081 1.294 128.6 
3A" 5.46 1.099 1.365 117.0 
3A' 5.91 1.063 1.320 160.0 
aA" 6.48 1.096 1.318 127.2 
IA, 6.78 1.102 1.287 124.9 
3A" 6.85 1.061 1.314 157.4 
3A' 6.98 1.081 1.250 132.6 
31"/ 7.41 1.045 1.237 180.0 
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Subsequent ab initio calculations 218.219) cast serious doubt  on some of  the assign- 
ments. In particular, they predicted that  the second A" state should be about  0.75 eV 
higher than the assigned B1A" state, that it should be nearly linear rather than 
strongly bent, and that the only state of  the correct geometry and energy i s ' o f  
species 1A'. One way to rationalize all the discrepancies is to assign the bending 
progression of  the B ~ X system as the (1, v 2, 0) upper state progression of  the 
.~ *-- :X band system. This explanation was rejected by Herzberg and Innes because 
it leads to anomalous  anharmonicity constants. However,  recent spectra of  D~3CN 
and DC15N analyzed by Bickel and Innes 22o) firmly established that this explanation 
is correct and that the B ,-- ~ system is in fact part  of  the A. ,-- ~ transition, resolving 
the discrepancy in favor of  both the Walsh and ab initio predictions. Furthermore,  
the ,~ ,-- X transition has been reassigned as 1A"(tE-)  .-- ;~ on the basis of  calculated 
energies 2~9j. Transitions to excited triplet states of  H C N  have not been reported. 
Current  assignments are presented in Table 33 in conjunction with the most recent 
ab initio predictions. 

The ultraviolet spectrum of  H C P  is similar to that of  H C N  but occurs at longer 
wavelengths, facilitating spectroscopic studies. The triplet-singlet transitions of  HCP 
are also observable, because of  the greater spin-orbit coupling o f  phosphorus 
relative to nitrogen. Due to these favorable circumstances, the excited states of  
HCP are more extensively characterized than those of  H C N  and most  other poly- 
atomic molecules. H C P  exhibits a variety o f  weak bands between 410 and 285 nm 
and a much stronger absorption starting at 285 nm and extending to shorter wave- 
lengths 2~6~. The main system is assigned as , ~ A "  , -  XIE+ with the upper state corre- 
lating with IX-  in the linear conformation.  The excited state has a bent equilibrium 
configuration but exhibits quasilinearity. The only other singlet-singlet transition 
observed is to the 1A' state correlating with the 1Z+ linear state of  the o-2rc3r~ * 
configuration. Three triplet-singlet transitions with this same upper  state configuration 
are also observed. Two other triplet-singlet transitions have been analyzed, one of 
which is assigned as 3II--lX;+ with the ~ 4 n .  upper  state configuration. A summary 
of  the observed states and their geometries is given in Table 34. 

Table 33. Experimental 179.22o) data and theoretical predictions 2t9) for the excited states of HCN. a 

State T o (eX0 r(HC) (A) r(CN) (A) ¢ (HCN) (deg) Linear 
configuration 

0.0 1.064 1.156 180 1~+ 
(0.0) (1.058) (1.188) (180) 

.&IA" 6.48 1.140 1.297 125 1E- 
(6.73) (1.085) (1.330) (123) 

21A ' __ _ __ __ 1A 
(7.52) (--) (t.351) (120) 

21A . . . . .  1A 
(7.99) ( - )  (1.337) (180) 

~IA' 8.14 -- -- 141 IFl 
(2_) (__) (__) (__) 

a calculated values in parentheses. 
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Table 34. Excited state energies and geometries of HCP. 

State T O (cm-1) vl v2 v3 r(CP) (A) ~ (HCP) (deg) 

(a) ... g2n4 configuration 
Y(1E+ 0 3217 675 1278 1.5421 180' 

(b) ... c~2n3n * configuration 
~3Z+ 24440 2700 443 943 1.67 180 
~3E- 31 023.9 -- -- 927.8 1,668 180 
,~A"(1Z -) 34745.6 -- 566.6 953.9 1.69 130 
aaA, 35926.9 -- -- 967.6 1.635 180 
(21A'(1Z + ) 40247.6 -- 615.4 969.4 1.69 t13 

(c) ... ~4~,  configuration 
b3H 30430 -- -- 963 1.67 180 
31-Ia 35976.3 -- -- 953.5 1.67 180 

the configuration of this state is in doubt. 

Comparison of the excited states of HCP and HCN is hampered by the lack of 
data on the triplet states of the latter. The ,~,IA" states are exact analogs and 
the ~21A ' states are similar although Johns et al. 216) note that the transition to the 

state in HCP is much weaker than that in HCN. The observed HCP triplet 
states can only be compared with calculated HCN states and predictions based on 
Walsh diagrams. The relevant data are given in Table 35. The agreement is poor, 
although the geometries of the HCP triplet states are not very well established. 

The isomerization of HCN in the excited state has been studied theoretically by 
Ross and Bunker 2ol). They fitted excited state energy levels to a semirigid bender 
model, using a combination of experimental data and ab initio predictions. 
The general results are shown in Fig. 45, from which it is clear that H C N  does exhibit 
a second minimum in the bending potential. It is unfortunate that a similar study has 
not been undertaken to determine the excited state potential of HCP. 
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Table 35. Comparison of geometries of the triplet states of HCP with theoretical predictions for 
similar states of HCN. 

State HCP geometry 216) Walsh diagram prediction 2J7) HCN Ab initio bond angle 

~i3E + linear bent 122 a 
~3II linear linear 180 b 
a3Z- linear slightly bent 157 b . 
c[3A 1 linear bent 120 a 

a ref. 221. b ref. 218. 

5 Conclusions 

5.1 The Ground State 

The general effects of  substitution on the ground states of  the carbonyls ,  ketenes 
and nitriles can be examined by correlat ing s tructural  and vibrat ional  d a t a  from the 
spectroscopic da ta  base presented in Sects. 2 to 4 o f  this article. 

5.1.1 Molecular  Structure 

A correlat ion of  the C = X  bond lengths for the carbonyls  and ketenes as a function 
of  substi tuents is presented in Fig. 46. The double  bond  elongates on subst i tut ion 
by sulfur and selenium, as expected due to the increasing size of  the terminal 
atom' and the inherent weakness of  bonds  involving 2p-3p or 2p-4p x overlap. 
The elongat ion is about 0.4 A on substituting sulfur for oxygen and only about  
0.15 A more  on selenium substitution. This t rend of  a more  modera te  var ia t ion on 
replacing sulfur with selenium is noted for many parameters  that  show changes on 
substi tution.  

The rc bond  strengths of atoms in the second and third per iods  have been recently 
est imated by calculations ofcis- trans rota t ion barr iers  and hydrogenat ion energies 2222, 
The authors  conclude that the efficacy of  n bonding is in the order  0 > N ~ C 
,> S > P > Si. A comparison of  their recommended n bond  energies is shown in 
Table 36. The lower rc bond strength in combinat ions  involving carbon and  elements 
of  the third per iod is clearly evident. 

Table 36. Calculated rc bond strengths 222) 

Bond Energy (Kcal/mol) 

C=C 65 
C=O 77 
C=S 52 
C = Si 38 
C =N 63 
C=P 43 
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Fig. 46. Correlation diagram of the C=X bond lengths in various ketene and carbonyl compounds, 
X = O, S, Se 

The effect of  substituents on the C = X  bond length is parallel in the carbonyl 
series, with electron withdrawing groups decreasing the bond lengths. Oberhammer 
and Boggs 223) have studied these effects for C = O  and C = S  compounds using 
fully optimized ab initio geometries for a variety of tetraatomic species. The authors 
attempted to find simple correlations between the electronic and geometric structures 
of these molecules. Although their calculations reproduced experimental bond lengths 
very well, they concluded that no systematic correlation could be found between 
overlap populations for individual bonds and their bond lengths. 

The effect of  S and Se substitution in the ketene series is also shown in Fig. 46. 
The trend is the same as in the carbonyls but the double bond is shorter in the 
ketenes, due to the partial triple bond character in the C = C = X  moiety. It is 
unfortunate that more data are not available for substituted thio- and selenoketenes 
to extend the observed trends. 

Substituting phosphorus for nitrogen in the nitriles causes a 0.4 A elongation of the 
triple bond which shows little variation with substituents. The longer C = P  bond 
is attributable to the larger atomic radius of phosphorus and the more diffuse nature 
of C - P bonding z2~) 

Variations in the geometric parameters around the substituents are also informative. 
The HCH angle in the carbonyls increases only slightly on S and Se substitution 
and is less than the 120 ° expected for strictly sp 2 hybridization on carbon. In 
contrast, the corresponding angle in the ketenes is greater than 120 ° and decreases 
substantially on sulfur substitution, with little change on going to selenium. In the 
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carbonyls, there are no in-plane b 2 n orbitals which can interact with the in-plane 
substituents. In the ketenes, there are such orbitals which are delocalized onto the 
substituents, pulling them towards the C = C =  X frame and opening the bond angle. 
Sulfur or selenium in place of  oxygen decreases the n bonding character and 
appears to allow the substituents to move closer together. 

The trend in C- -X  bond lengths is also opposite in the carlonyl and ketene series. 
Sulfur and selenium decrease the C - - H  bond lengths in the carbonyls but clearly 
increase them in the ketenes. The same trend of decreasing C- -X  bond length is 
observed in the tetraatomic halogenated carbonyls. It is tempting to ascribe this 
reversal in behavior between the carbonyls and ketenes to n delocalization in the 
latter, as in the rationale for the variation in bond angle. Although a closing of the 
HCH angle and corresponding increase in the CH bond length in S or Se substituted 
ketenes appears reasonable, it does not rationalize the fact that the C - - H  bond 
lengths are essentially identical in CHzS/CHzCS and CH2Se/CH2CSe. The drop in 
the C - - X  distance on replacing O by S in the carbonyls cannot be explained by 
variations in calculated ~ and n electron densities on the carbon atom 223) 

In the nitriles, the X- -C  bond length is insensitive to the change from nitrogen to 
phosphorus, as might be expected since the triple bond is substituent invariant. The 
only noticeable exception is FCN/FCP where the F - - C  distance changes by 0.02 A. 
The trend is reflected in the dipole moments which, although substantially smaller 
in the phosphaalkynes, show similar variations with substituents in C - - N  and C- -P  
molecules. 

In larger polyatomic carbonyls, the effect of sulfur and selenium substitution on 
other structural parameters can be explored. In the acetaldehyde series, internal 
rotation is the molecular motion of most interest. In the oxygen, sulfur and selenium 
species, the equilibrium geometry is one with hydrogen on the CH 3 group eclipsing the 
C = X  group. The trend is for modest increases in the barrier to internal rotation 
on sulfur and selenium substitution. In general, the potential function for internal 
rotation is very similar in the three molecules. 

5.1.2 Molecular Vibrations 

The C = X  stretching frequencies closely parallel changes in the C = X  bond lengths 
in the carbonyl/thiocarbonyl/selenocarbonyl series. In the ketches some unexpected 
trends are evident. The nominal C = O stretch in ketene is substantially higher than 
the normal C = O  frequency of ~1700cm -1, as might be expected if the C = O  
moiety has substantial triple bond character. However, the normal coordinate analysis 
of Moore and Pimente122s,~ and the general harmonic force field calculations of 
Duncan et al. 163) show that the normal mode is actually a combination of C = O and 
C = C  stretching motions. The C = C  stretch in ketene is 500 to 600 cm -1 lower 
than expected due to this mixing. In thioketene, the opposite trends are observed. The 
C = S stretching frequency is lower than expected and the C =  C frequency higher. 
This can be explained in the context of  perturbation theory, in which two mutually 
interacting levels repel each other. The higher level (C=  O in ketene, C =  C in thio- 
ketene) is displaced upwards in energy and the lower (C = C in ketene and C =  S in 
thioketene) down by the off-diagonal interaction. 

Duncan z26) has shown that there is an accurate correlation between the difference 
of the symmetric and antisymmetric C - - H  stretching frequencies in molecules con- 

236 



Periodic Group Relationships in the Spectroscopy 

100 

E u 

\----O / } =N=N 
c , ,  , , , _ _ o  

, ; = t / - - ~ J '  
\__/ / _ ~  
I T \  / ~- 
" : ' - ' ~  ~ ) " - - -  Se 

z x / ~ = ' = (  / _ _ _ \  

5 0 - -  

I 
,115" 

, l , I , , , ,, I , 
120" 125" 

o% (HCH) 

Fig. 47. Correlation diagram of the HCH angle and the difference in symmetric and antisymmetric 
C--H stretching frequencies in molecules containing the H2C = group 

taining the HzC= group and their HCH angles. Addition of the available thio- 
ketene and selenoketene data to the correlation diagram give the plot shown in 
Fig. 47. Allowing for the likely possibility of a Fermi resonance in the CHaCS 
v 1 band, the correlation is satisfactory. The difference between the as yet unobserved 
CH stretching frequencies of selenoketene is predicted to be ~ 85 cm -1. 

In the HCN/HCP series, the representative C-~ N and C - P  stretching frequencies 
are 2097 and 1278 cm -1, respectively. The higher values for the fluorine and methyl 
substituted compounds have been shown by force field analysis to be due to sub- 
stantial vibrational coupling. Harmonic force constants are available for several 
nitrile and phosphaalkyne compounds and are shown in Table 37. The much lower 
C = P stretching force constants relative to the corresponding C-= N values establish 
the relative weakness of the CP triple bond. This likely reflects the poor pn--l:m overlap 
inherent in multiple bonds involving elements beyond the second row of the periodic 
table. Calculated electron density plots of the P - -C  and N - - C  n-bonding orbitals 224) 
clearly show considerably more diffuse bonding between the carbon and phosphorus, 
in accord with the spectroscopic results. The substituent-functional group stretching 
force constants are not substantially different for the two types of  molecules, consistent 
with conclusions based on bond lengths. 

Table 37. Harmonic force constants of C -= N and C ~ P compounds. 

Constant a HCN FCN CH3CN HCP FCP CH3CP 

f(C -=Y) 18.774 16.960 18.40 9.184 8.071 8.887 
f(X--C) 6.230 9.332 5.236 5.483 8.343 5.184 
Reference 212) 212) 208) 212) 212) 215) 

a in mdyn A -1. 
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In comparing the effect on the ground state of substituting heavier atoms into the 
three types of functional groups, the main conclusion is that there are few 
surprises. The expected trends in bond lengths and vibrational frequencies are observed 
on substituting sulfur or selenium for oxygen. In cases where anomalies are found, 
they can be satisfactorily explained without invoking any unusual or new attributes 
to the substituted species. The comparison of the nitriles and phosphaalkynes is also 
straightforward. Substituent effects on the properties of the functional groups parallel 
each other on substitution down the periodic table. The only major difference 
concerns the ground state bending potentials of HCN and HCP. Although HCN can 
isomerize to CNH, it appears that there is no secondary minimum in the HCP 
potential so that CPH is not expected to be observable. This intriguing variation hints 
that the molecules substituted with heavier atoms should not be considered simple 
clones of  the more conventional analogs. This point of view is strongly reinforced by 
consideration of excited state properties. 

5.2 The Excited States 

The first major conclusion concerning the excited states is that species substituted 
with atoms from the third and fourth periods have substantially lower S1--So excita- 
tion energies and are therefore experimentally more accessible. This trend is shown in 
the form of a bar graph in Fig. 48. In the carbonyls, sulfur shifts the n--n* electron 
promotion from the near ultraviolet into the visible. Selenium substitution moves the 
transition to even longer wavelengths. In CH2CO/CHzCS the shift is less dramatic, 
although the lack of def'mitive T O values makes the comparison less valid. If 
electronic transition maxima are compared, a shift of ~ 12,000 cm -1, from 31,500 
to 19,500 cm -1, is found. Similarly, HCP has its first allowed transition in the near 
UV at about 290 nm while the corresponding system in HCN occurs in the vacuum 
UV at 190 nm. 

The much lower excitation energy in the thiocarbonyls can be explained by the 
much higher energy of the n orbital in the sulfur (3p) versus oxygen (2p). This 
effect is enhanced for excitation into the n* orbital, since it is calculated to be 
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somewhat more stable in CH2S than in CH20 227). In the ketenes the excitation is also 
predominantly n -~ ~* although the n orbital has some r~ character, which appears 
to moderate the effect of changing from oxygen to sulfur. The excitation is rr ~ ~* 
in the nitriles and the lower energy in the phosphaalkynes is due primarily to the 
higher energy of the r~ orbital as evident from ab initio and photoelectron 
data 228) 

The lower excitation energies and pronounced differences in upper state charac- 
teristics have made studies of the electronic spectra of the heavy atom substituted 
species often more informative than "studying the conventional functional groups 
directly. These benefits often outweigh the advantage of greater ground state chemical 
stability in the compounds incorporating only second row atoms. For example, in 
CH2S, bands of all three possible polarizations are readily observable in the 
S1--S 0 spectrum, whereas in CHzO the type-B bands predominate. The magnetic 
dipole allowed 0--0 band of CH2S has been rotationally analyzed while the 
corresponding band in CH20 is too weak and overlapped for detailed assignments to 
be made. The thioformaldehyde spectrum is also ideally located for laser experi- 
ments since the band system falls within the fundamental tuning range of most. dye 
lasers. Most of  the formaldehyde bands are only accessible by frequency doubling. 

Lower excitation energies generally result in a lesser degree of photochemical 
activity in the excited state. In CH20 , near the S 1 origin, the quantum yield of  the 
molecular products H 2 + CO is about 0.7 229). In CH2S, the quantum yield of 
fluorescence is believed to be ~ 1 2no), and calculations suggest that photodissociation 
cannot take plane from $1 231). Thioketene has a discrete vibronic band system, 
suggesting that the excited state is longer lived than that of  ketene. The same trend is 
found for HCP, which does not exhibit the strong predissociation found in the HCN 
spectrum. 

A second major conclusion is that substitution enhances the spin-forbidden singlet- 
triplet transitions. This effect is to be expected from even the most naive considerations 
of heavy atom induced spin-orbit coupling. However, the magnitude of the enhance- 
ment is occasionally surprising. In HCP, five singlet-triplet transitions have been 
identified while none are known for HCN. In formaldehyde, the T 1 ,-- S o bands are 
much weaker than the singlet system, in CH2S the two are comparable, and in CH2Se 
the singlet-triplet bands dominate the spectrum, with a substantial decrease in the 
singlet-triplet splitting down the group. In contrast, the spin-forbidden bands have not 
been positively identified in ketene or thioketene. 

The third major conclusion is that substitution down the period can have a sub- 
stantial effect on the excited state molecular geometry. The best example of  this 
effect is formaldehyde versus thioformaldehyde. Figure 49 summarizes the geo- 
metric changes on excitation to the S 1 state in the two species. CH20 adopts a non- 
planar geometry with an out-of-plane angle of 34 ° and a barrier to inversion of 
350 cm -1. Surprisingly, thioformaldehyde is found to be planar with no inversion 
barrier in the excited state, although the out-of-plane bending potential is highly 
anharmonic. Similar results are found for the T 1 states of the two molecules. CH2Se 
also appears to be planar in the excited T 1 state. In all cases, qualitative Walsh 
diagrams predict a nonplanar excited state. These predictions are based on stabiliza- 
tion of the re* orbital by out-of-plane bending. However, as was shown by Bruna 
et al. 227), in CH2S the magnitude of the orbital energy change on bending is very 
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Fig. 49. Geometric changes on excitation to the S t state for formaldehyde and thioformaldehyde 

small and does not strongly stabilize the excited state. Thus, the quantitative aspects 
of the calculated Walsh diagrams for formaldehyde and thioformaldehyde are 
different as shown by the geometries. 

The other geometric parameters in the S t state also show variations in the two 
molecules. The elongation of the double bond on excitation is substantially larger in 
CH20, consistent with the greater n orbital stability, the less localized nature of the n 
orbital and the less stable n* orbital in formaldehyde. Although the CH bond contracts 
by 0.19 A in both molecules, the HCH angle opens by 4.4 ° in thioformaldehyde and 
only 2.2 ° in formaldehyde. 

In the halogenated carbonyls, the inversion barrier in the S~ state decreases 
substantially on substitution by S or Se. For example, in CF20/CF2S/CF2Se the 
barriers are 8200/3076/2483 cm -~ while the out-of-plane angle stays constant. The 
decreasing stabilization of the n* orbital is clearly evident. The effect of electro- 
negative substituents on a given chromophore is to increase the inversion barrier in 
the S t state. 

The effect of sulfur substitution in the aliphatic carbonyls is to simplify the 
absorption spectra, making them more amenable to analysis. This is a consequence 
of two effects. First, the sulfur compounds have less out-of-plane distortion, making 
the Franck-Condon profile of the spectrum less extensive and the transitions to low 
v' much stronger. Second, the T 1 *-- S o spectra are stronger, making them the pre- 
ferred bands for analysis since Herzberg-Teller induced bands are absent, drastically 
simplifying the vibronic structure compared to the singlet-singlet system. Since the 
major interest in these spectra, and consequently the major difficulty, is the torsional 
activity, inherent simplifications are of  great benefit. A subsidiary benefit is that the 
thione T~ states usually phosphoresce strongly, so that further information can be 
obtained from the resolved emission spectrum. The much lower torsional barrier in 
T~ thioacetaldehyde (94 cm -1) compared to acetaldehyde (625 cm -1) and a similar 
trend in the acetones can be attributed to less pyramidal distortion on excitation 
in the sulfur compounds. 

Ketene and thioketene excited state geometries are unknown although the Franck- 
Condon profiles of the S 1 ~- S O transitions suggest that the latter does not distort as 
much on excitation. Analysis of the vibronically discrete thioketene spectrum suggests 
an in-plane bent structure as predicted for ketene on the basis of ab initio calcula- 
tions. 
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The excited state geometries appear  similar in H C N / H C P  although the linearity of  
the H C P  triplet states is contrary to ab initio predictions for most of  the 
corresponding HCN states. The elongation o f  the C =-X bond on excitation is about  
the same in both species. 

A fourth major  conclusion is that substi tut ion facilitates the observation and 
analysis of  higher valence and Rydberg states. In the aldehydes and ketones, the ab- 
sorpt ion bands due to the ~--Tz* excitation are at very high energies and have not  been 
identified in the prototype,  formaldehyde. Similarly, the Rydberg transitions of  the 
oxygen compounds  do not  have discrete rovibronic structure. However,  in the 
thiones, both  the ~--r~* and Rydberg transit ions can be identified and, in favorable 
cases, vibrat ional ly and even rota t ional ly  analyzed. Some of  the te t raatomic 
thiocarbonyl  compounds  are unique in that they not  only have descrete B ,-- X band 
systems but  also fluoresce strongly from the B state. F rom emission and absorpt ion 
studies, some of  the geometric parameters  of  the S 2 states can be determined and these 
are presented in Table 38 in compar ison with the lower states. The simple notion 
of  progressively decreasing bond order  on n - -  n* and rc - -  re* excitation is confirmed 
by the decrease in C = S  vibrational  frequency and elongation of  the bond  on 
excitation. 

Table 38. Geometric parameters of the So, S~ and S 2 states of selected thiocarbonyl compounds. 

Molecule State C = S C = S Ar(C = S) Inversion Out-of-plane 
bond stretching (A) barrier angle (deg) 
order frequency (cm - t) 

(cm- 1) 

CH2S S O 2.0 1059 0 0 0 
S 1 t.5 820 0.14 0 0 
S 2 1.0 483 0.48 9 ? 

CF z S S O 2.0 1368 0 0 0 
S 1 1.5 1101 0.12 3100-3400 30.5-34.1 
S 2 1.0 ? ? High 

CC1FS S O 2.0 1257 0 0 0 
S 1 1.5 877 or 964 0.2 or 0.15 1556 37 
S 2 1.0 567 0.48 > 2000 ,> 0 

CCI2S S o 2.0 1139 0 0 0 
S 1 1.5 907 0.13 620 32 
S 2 1.0 504 0.50 730 30 

The rota t ional  analysis of  the the n - - 4 s  Rydberg state o f  CH2S 50) is another  
example of  the detailed characterizat ion o f  higher states. The decrease in the C = S  
bond length (0.007 A) and increase in the H C H  angle (5.81 °) are substantially 
different from the trends observed on valence excitation. The dipole moment  was also 
determined from the Stark effect 232) and found to point  in the direction opposi te  to 
that in the ground state, as suggested by theoretical  estimates for the corresponding 
state of  CH2O 48). 

In H C N / H C P ,  the geometry and vibrat ional  frequencies o f  the i2 state o f  the 
phosphorus  compound are better established due to the lack of  predissociation in the 
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HCP spectrum. The substantial number of triplet states of  HCP which have been 
analyzed also attests to the generality of this conclusion regarding the higher states of 
the substituted species. 

5.3 Concluding Remarks 

It is clear from the material presented in this review that substitution of progressively 
heavier atoms within a group into a chromophore can have a substantial effect on the 
spectroscopic properties of the molecule. This is particularly true of the electronic 
excited states, although some differences have been noted in the ground states as well. 
It is for this reason that the literature on heavy atom substituted chromophores has 
been expanding rapidly in recent years. The general instability, toxicity, unpleasant 
odors and low steady state concentrations of  these species, which historically were 
major impediments to their study, are only minor irritations when modem spectro- 
scopic techniques are applied. 

We look forward to the addition of other chromophores substituted with heavy 
atoms to the short list compiled in this work. The preparation of gas phase telluro- 
ketones appears imminent. A variety of  silicon substituted compounds have been 
reported z3a) including silanones (RR'Si = O), silanethiones (RR'Si = S), silaisonitriles 
(RNSi), silenes (R'R"Si=CR1R2) and others. Phosphorus compounds such as 
phosphaallenes ( R C = P = X ) ,  phosphaalkenes ( R R ' C = P R " )  and diphosphenes 
( R P = P R ' )  have been synthesized by a number of groups 234). A few compounds 
co~ntaining As, Sb, Bi, and Ge atoms have also been reported 235). We are confident 
that many of these new species will have properties which are sufficiently at variance 
with those of conventional organic chromophores to make spectroscopic studies both 
novel and rewarding. 
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1 Introduction 

The concept of a reaction mechanism was undoubtedly a product of nineteenth 
chemistry, but it was not until the turn of the century, when the idea was insep- 
arably joined with chemical kinetics, that the possibility of meaningful conclu- 
sions was established by the experiments of  Lapworth 1). At about the same time, 
Bodenstein and Lind 2) were studying the gas-phase reaction of hydrogen and bro- 
mine, obtaining a rate law which was mechanistically interpreted thirteen years 
later by Christiansen a), Hrrzfeld 4), and Polanyi 5). These triumphs, together with the 
subsequent successes of Rice and Herzfeld 6.7) mechanisms for the decomposition 
of organic molecules, provided considerable impetus to the idea that it was only 
necessary to discover the correct mechanisms in order to account for most chemical 
reactions. 

Although the importance of these investigations cannot be overestimated, they 
were concerned with specific reactions in which considerations o f  the energy were 
especially important. Indeed, energy has traditionally been the guiding principle in 
the construction of reaction mechanisms. Chemists deal with specific reactions, and 
energy considerations introduce specificity into the matter. Which bonds have to 
be broken? What are their energies? What is the activation energy? What is the 
available thermal or photochemical energy? It is not surprising, therefore, that some 
time elapsed before reaction mechanisms were considered from more general points 
of view s-xl) 

We review here some recent research xz-15) which, despite its theoretical simplicity, 
provides unambiguous answers to several important questions: How many compo- 
nents can there be in a mechanism with a finite number of steps? How many 
intermediates ? What is the relation between the observed stoichiometric relation and 
the underlying mechanism? What is the mechanistic significance of multiple stoichio- 
metries, such as 

4 C2H 6 ~ 2 CH,  + 3 C2H 4 + 2 H2,  

3 C z H  6 ~ 2 CH 4 + 2 C2H 4 + H 2 ? 

And how do the answers to these questions change when the experimental conditions 
are changed? 

The theory also provides criteria for the construction of consistent reaction 
mechanisms, and shows how to construct all mechanisms consistent with a given set • 
of reaction components. It turns out that there are, in general, infinitely many 
consistent reaction mechanisms, but they are all expressible in terms of a finite number 
of  parameters. Moreover, if one imposes the restriction that the molecularity 
of any mechanistic step must not exceed three or four, only a finite number of 
mechanisms is possible. 

The principal assumptions are that the reaction occurs in a closed, isothermal 
system, that the reaction indeed admits a description in terms of a finite number 
of mechanistic steps, and that the laws of mass and charge conservation are 

valid. 
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2 Stoichiometric Relations 
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2.1 Uncatalyzed Reactions 

A s to i ch iome t ry  may be defined as a balanced chemical reaction. In this sense, the 
term may be applied to the chemical equation describing the overall transformation 
of reactants into products, as well as each balanced step of a proposed reaction 
mechanism. To avoid ambiguity, we shall use the term and all of its inflected 
forms only in connection with the observed transformation of reactants to products. 
Supposing, then, that Q distinguishable reactants X1, X2 ....  , XQ, of known composi- 
tion, react and ultimately form n distinguishable products XQ + l, Xo ÷ 2 . . . . .  X~ + ,, 
of determinable composition, the observed stoichiometric relation may be written 

siX 1 + s2Xz + ... + sXo --* sQ+IX~+ 1 + so+2XQ+2 + ... + so+~o+~ .  

(2.1) 

Assuming, for the moment, that (2.1) involves no ionic species, a system of linear, 
homogeneous equations for the stoichiometric coefficients sj is obtained from it by 
requiring conservation of the atoms comprising reactants and products: 

p+n 
~ Mijsj = O, i = 1,2 . . . . .  (2.2) 

j= l  

where the absolute value of Mij is the number of atoms of type i in Xj, and j ranges 
over all distinct atoms. These equations are not, in general, independent. The number 
v of  independent equations, that is, the number of independent mass conservation 
conditions, is equal to the rank of the system (2.2). Although v is often equal to the 
number of distinct atoms, it can be smaller. In an isomerization, for instance, Eqs. 
(2.2) are (nonzero) multiples of each other, so there is only one independent mass 
conservation condition whatever the number of atoms. In practice, the value of v 
can often be inferred by inspection; but as the number of  equations increases, the 
only reliable procedure is to compute the rank of the matrix M = (Mij) 

v = rank M ,  (2.3) 

and for this computation reactants and produces m u s t  be known. Thus, v = 1 for the 
isomerization of butane to isobutane, but v = 2 for the decomposition for butane to 
ethane and ethylene. 

The rank of the matrix M is given by the number of rows or columns in the non- 
vanishing determinant of  highest order contained in M, or by the number of nonzero 
rows (columns) in any equivalent matrix derived from M by elementary row (column) 
operations 16) 
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For  the oxidation of  oxalic acid by iodine, 

SlI 2 + SE(COOH)2 -~ s3HI + s4CO  2 , (2.4) 

M = 

(i °-' 4 0° 
whose rows give the coefficients for the conservation of  iodine, carbon, hydrogen, 
and oxygen atoms, respectively. The determinant of  M is zero, but that of  the 3 x 3 
matrix in the upper left-hand corner is nonzero,  so that v = 3. Alternatively, by 
subtracting the second row from the third, and twice the second from the fourth, we 
find that M is row-equivalent to ( 0l 

2 0 - 

0 - 1  

0 0 

which confirms that v = 3. Although both methods yield the desired result without 
difficulty in this particular example, the determination o f  v by row or column opera- 
tions on M is usually much more expeditious. 

When the reaction involves ions, a charge conservation condition is adjoined to the 
system (2.2), and the formula (2.3) will give the number of  independent conservation 
conditions. For  the reduction o f  permanganate ion by hydrogen peroxide in an acidic 
medium 

slMnO,~ + szHzO 2 + s3H + --. s4Mn 2+ + ssO 2 + s6H20.  (2.5) 

M = 

l 001 
2 0 0 - 2  

2 1 0 0 

- 0 1 - 2  0 

whose rows give the coefficients for the conservation o f  manganese, oxygen, hydrogen, 
and charge, respectively. An easy computat ion shows that M is row equivalent to 

so that v ~- 

/ 00 
2 0 4 - 2  

0 1 - 4  2 ' 

0 0 1 --2 

4. 
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2.2 Multiple Stoiehiometries 

Equations (2.2) are consistent when the ineger 

cp = Q + n - - v ,  (2.6) 

called the multiplicity, satisfies the condition ~0 > 1. When this is the case, there are 
exactly cp independent solutions of  Eqs. (2.2), that  is, the multiplicity is equal to the 
number  of  independent stoichiometric relations ~2). Every stoichiometry, including 
the observed stoichiometry, is a linear combinat ion of  ~0 independent stoichiometric 
relations. 

To  illustrate these ideas, consider the decomposit ion of  dinitrogen pentoxide, for 
which the observed stoichiometry is 

stN205 --, s, NO, + s3N20, + s, o2 .  (2.7) 

The equations for conservation of  nitrogen and oxygen are 

2s 1 - s  2 - 2 s  3 = 0 ,  

5s t - 2 s  2 - 4 s  3 - 2 s 4 =  0 ,  
(2.8) 

whose rank is 2, so that cp -- Q + x - -  v = 4 - -  2 = 2. Indeed, 2 independent solu- 
tions of  (2.8) are (s t, s 2, s 3, %) = (2, 4, 0, 1), and (s~, s~, s~, s~) = (0, - -2 ,  1, 0), 
corresponding, respectively, to the independent stoichiometries 

2 N 2 0 5 ~ 4 N O  2 + O 2,  (2.9) 

2 NO 2 ~ N204 . (2.10) 

In the second stoichiometry, N O  2 has been transposed to the left-member to render 
its coefficient positive. The most  general stoichiometry for the decomposition is a 
linear combinat ion of (2.9) and (2.10) 

2cIN20 s --,, 2(2% - -  c2) N O  2 + c2N204 + ctO 2 . (2.11) 

It  must  be emphasized that there need not  be 0 rectants and ~ products in each 
reaction of  a set o f  q~ independent stoichiometries, such as (2.9) and (2.10). On the 
other hand, the observed stoichiometry must contain Q reactants and n products. 
Thus the coefficients c t, c 2 in (2.11) must  be real numbers  satisfying 

c 1,c  2 > 0 ,  2c 1 - c  2 > 0 .  (2.12) 

Since N O  2 dimerizes to N204, it might appear  that  reactions (2.9) and (2.10) provide 
a better representation of  overall reaction. However,  experimental observations of  
the reaction products detect NO 2, N204, and O 2, so reaction (2.7) is the more  accurate 
description of  the observed stoichiometry. The equilibration of  N204 and NO 2 
represents an experimental fact in addition to the observed stoichiometry. 
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The following prescription is a systematic procedure for obtaining cp independent 
solutions of  Eqs. (2.2): (a) select any set of  v independent equations, rearranging and 
relabeling them, if necessary, so the determinant  formed with the first v coefficients 
in each equation is nonzero; (b) transpose the remaining cp unknowns to the right- 
hand members  and successively assign to them the q~ sets o f  values (1, 0, ... , 0), 
(0, 1 . . . . .  0) . . . . .  (0, 0 . . . . .  i ) ;  (c) solve each o f  these v inhomogeneous systems of  
linear equations by Cramer ' s  rule. The solutions o f  Eqs. (2.8) cited previously were 
obtained by this procedure. 

I f  the j th  solution of  an independent set is denoted Sj = (slj, s2j . . . . .  sQ+ ~.j), the 
stoichiometry S = (sl, s2 . . . . .  s~+,) may be expressed uniquely in the form 

S = ~ cjS~. (2.13) 
j = l  

This linear combination of  particular solutions is also a solution of  equations 
(2.2) since the latter are linear. Moreover,  any multiple of  S is also a solution, so 
that  only the ratios of  the c i are significant. The existence of  solutions ~tS, 
where ~t > 0, means that the reaction defined by the stoichiometry S can, in so far 
as only mass and charge conservation are concerned, be carried out on any desired 
scale. 

When the product  distribution is determined by the kinetics, the ratios of  the c i 
may  be determined by integrating the rate equations which, in general, will require 
numerical methods. In particular instances, the integration may  be carried out 
analytically. The mechanism 

A ~ ' B ,  2A ~ C (2.14) 

is a nontrivial illustration, but we first observe, as will be shown in Sect. 3.4, that  
the multiplicity of  a reaction mechanism with n steps in which there are no reaction 
intermediates is equal to n, and that the n reactions themselves constitute a set o f  ~0 
independent stoichiometries. Thus the most  general stoichiometry associated with 
mechanism (2.14) is 

(c 1 +2CE) A ~ c 1 B + c 2 C .  (2.15) 

Integrating the rate equations for mechanism (2.14) and passing to the limit as 
t ~ oo, we find that 

_ _ C l  =--Boo-B° _ _ _ k l  I n ( 1  + 2k2A°~, (2.16) 
cl + 2c2 Ao 2k2Ao kl / 

where A o and B o denote the concentrations of  A and B at t = 0, Boo the 
concentration of  B in the limit as t ~ oo, and kt, lq, respectively, denote the rate 
constants for the unimolecular and bimolecular steps of  the mechanism. For  
kl/2k2Ao >> 1, c2/ci is close to zero, so that  (Boo - -  Bo)/Ao is close to 1, which 
means that the stoichiometry conforms to the first step: A --. B. For  kl/2k2Ao ~ 1, 
c~/c 2 is close to zero, and the stoichiometry conforms to the second step: 
2 A ~  C. 
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When  the product  distribution is thermodynamical ly  determined, the ratios 
o f  the c i may  be determined by equil ibrium computa t ions  and related to the kinetic 
parameters  by straightforward procedures 17-24) 

Mult iple  stoichiometries are not  at all uncommon.  The oxidation of  permanganate  
ion by hydrogen peroxide [Eq. (2.5)] is another  example. Here, Q + n - -  v = 6 - -  4 
= 2, and two independent stoichiometries, f rom which all others can be constructed, 
are 

2 MnO4- + 5 H202 "Jr" 6 H + ~ 2 Mn z+ + 5 02 + 8 H z O ,  

2 M n O £  + I420 z + 6 H  + -,- 2 M n  z+ + 3 0 ~  + 4 1 4 2 0 .  
(2.17) 

Other  examples are the autoxidat ion o f  t-butyl  alcohol to acetic acid, acetone, 
carbon dioxide,  and water (q~ --- 3), and the pyrolysis of  ethane to methane, ethylene, 
and hydrogen (cp = 2). 

When O + rc - -  v < 0, equations (2.2) are inconsistent unless sl = s2 . . . . .  s~ + ,  = 0. 

F o r  example,  sIC6H 6 ~ s2C6HsCH 3 leads to the equations 6s 1 = 7s2, 6s 1 = 8s2, 
which are obviously inconsistent, unless s 1 = s  2 = 0. In this case Q + n -  v 
= 2 - -  2 = 0. Similarly, saCH3OH ~ s2C6HsOH violates mass conservation (Q + rc 
- -  v = 2 - -  3 = - -1) ,  unless s I = s 2 = 0. To avoid a vacuous discussion, we shall 
always assume that  the stoichiometric coefficients are not  all zero. 

2 . 3  C a t a l y z e d  R e a c t i o n s  

We now suppose the reaction is catalyzed, and  that the coefficients of  the 
catalysts are sj, s k . . . . .  in the left-member o f  the stoichiometric relation, and 
sj, s~ . . . . .  in the right-member. I f  M '  is the matr ix  of  coefficients defined by the 
stoichiometric relation when the catalysts are omitted, then 

v = rank M'  + the number  of  ca ta lys t s .  (2.18) 

To prove this formula, observe first that  the system of  equations for the stoichio- 
metric coefficients always has the following par t icular  solutions:  s i = s] 4 0, all 
o ther  s i = 0; s~ = s~, ~- 0, all other si = 0; and similarly for each catalyst. These solu- 
tions express the conservation of  each catalyst  and  are independent,  so that each cata- 
lyst accounts for at least one conservation condi t ions ;  in fact, each catalyst accounts 
for one and only one conservation condit ion.  F o r  in the full matr ix  M derived 
from the equations for the stoichiometric coefficients, each catalyst determines a 
row whose only nonzero entries are 1 and - -1 ,  and since the contr ibut ion of  this 
catalyst  to any other conservation condi t ion is always a mult iple of  this row, such 
contr ibut ions can always be removed by e lementary  row operations.  Thus the 
system of  equations for the stoichiometric coefficients can be reduced to a system in 
which certain equations do not contain the coefficients o f  any catalysts, whereas 
each o f  the remaining (independent) equations involves one and only one catalyst. 
This proves Eq. (2.18). 
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It is, of course, possible to determine v directly by computing the rank of the full 
matrix M, but the procedure suggested by Eq. (2.18) is generally simpler and 
quicker. 

Consider the dehydrogenation of ethanol to ethylene and water. The reaction is 
catalyzed by aluminium oxide, but for greater generality we shall suppose the reac- 
tion is simultaneously catalyzed by a compound with the formula MxOyHz: 

slC2HsOH + s2A1203 + s3MxOrHz ~ s4C2I-I# + ssH20 + s6A1203 

+ STM~OyH ~ . (2.19) 

The equations for conversion of  C, H, O, AI, and M, respectively, are 

sl --s4 = 0 ,  

6sl +zs3 --4s4 --2s5 --zs7 = 0 ,  

sl +3s2 +ys3 --s5 --3s6 --ys7 = 0 ,  (2.20) 

s2 --s6 = 0 ,  

s3 --sT = 0 .  

The catalysts contribute to the conservation of  hydrogen and oxygen, [the second and 
third of Eqs. (2.20)], but it is clear that these contributions can be eliminated 
by elementary operations using the fourth and fifth equations. The system can 
thus be reduced to an equivalent system in which s2, s3, s6, and s 7 do not appear 
in the first three equations, and in which s 1, s 4, and s 5 do not appear in the fifth 
or sixth equations, which are obviously independent. Consequently, v = 2 plus the 
rank of 

(i i) M ' =  - 4  , 

0 

which is 2, so that v = 4. On the other hand, the full matrix M is 

M = 

(i00 00 i/ 0 z - 4  - 2  0 -- 

3 y 0 - 1  --3 - , 

1 0 0 0 --1 

0 1 0 0 0 -- 

and a straightforward computation shows that its rank is indeed 4. 
The preceding discussion shows that knowledge of the observed stoichiometric 

relation here implies knowledge of reactants, products, and catalysts, including in 
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the latter molecular isomers and polymorphic  substances. In computing the sum 
Q + n, each catalyst is to be counted only once, even though it is regenerated by the 
reaction. This is, perhaps, more readily appreciated from the mechanistic point of  
view where a catalyst participates in the reaction and would only be counted as 
one of  the reaction components. The traditional representation of the observed 
stoichiometric relation: 

C. C', C"... 
reactants , products  (2.21) 

clearly shows that each of the catalysts C, C',  C " , . . .  is to be counted only once 
among the reactants and products. It follows that the multiplicity ~ = Q + r~ - -  v 
is unchanged by the presence of  catalysts. 

Finally, it should be mentioned that if we were only concerned with equilibrium 
systems 25.26), the foregoing considerations would have been superfluous. But catalysts 
participate in reaction mechanisms and failure to determine v by formula (2.18) 
would lead to serious inconsistencies; more  precisely, failure to take the contributions 
of  catalysts to the number of  conservation conditions would lead to correct 
results only for uncatalyzed reactions, even though the correct multiplicity would be 
obtained in either case. 

2.4 Change of Basis 

Equation (2.13) expresses the observed stoichiometric relation in terms of  a particular 
! 

set of  q0 independent stoichiometries. I f  Sj, j = 1, 2 . . . . .  % is another set of  q~ 
independent stoichiometries, the observed stoichiometry can also be expressed in the 
form 

S = Z cjSj. (2.22) 
j = l  

To relate the cj of  (2.13) to the cj of  (2.22), we note that the Sj can be written as 
linear combination of the Sj : 

Sj = ~. TijSi, j =  1, 2 . . . .  , q0. (2.23) 
i = 1  

Substituting for S] in Eq. (2.22) and comparing with Eq. (2.13), it follows that 

ci = ~ T~jcj, i = i, 2 . . . . .  qg. (2.24) 
j = l  

These results show that the observed stoichiometry can be expressed in terms of 
any convenient set of  independent stoichiometries, so that no fundamental significance 
can be ascribed to any particular set of  q9 independent stoichiometries. Moreover,  
any conditions satisfied by the cj of  Eq. (2.13) impose a corresponding set of  
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conditions on the cj by virtue of Eq. (2.24). If, for example, in the decomposition of 
dinitrogen pentoxide, we take 

S' 1 = S 1 + 2 S  2, S~ = - - S  1 - S  z (2.25) 

where S 1 = (2, 4, 0, i) and S 2 = (0 , - -2 ,  1, 0), corresponding to stoichiometries 
(2.9) and (2.10), respectively, then S~ and S~'., respectively, correspond to 

2 N20 s ~ 2 NzO 4 + 02 , (2.26) 

2 NO 2 + 02 + N204 --+ 2 N205 . (2.27) 

In terms of these reactions, the observed stoichiometry is 

2(c; - -  c'2) N205 --* - -2c ;NO 2 + (2c' 1 - -  c;) N204 + (c[ - -  c;) 02 . 

(2.28) 

The Tij are obtained from Eqs. (2.25) and on introducing them into Eqs. (2.24), we 
obtain 

c~- -c~  = c  1, 2c' 1 - c ~  = c 2. (2.29) 

It is easy to show that when conditions (2.12) are satisfied, the coefficient of  each 
substance in stoichiometry (2.28) is positive. 

3 Mechanisms and Stoichiometries 

3.1 General Relations 

The observed stoichiometric relation is characterized by specifying reactants and 
products, including catalysts, and the number of conservation conditions; the inte- 
gers ~, n, v epitomize these properties. There are also integer parameters associated 
with a proposed reaction mechanism 14,~ namely, ×, the number of  chemical 
components, t, the number of  intermediate species, and n, the number of independent 
chemical reactions. Catalysts are to be counted among the × components, so no 
special symbol is required for them. 

A mechanism also implies a definite number of conservation conditions, and a 
method for deriving them is described in Sect. 3.3. It is evident, however, that 
since the reaction has been assumed to occur in a closed system, consistency demands 
that the number of conservation conditions implied by the mechanism must be equal 
to the number of conservation conditions implied by the observed stoichiometry; 
in other words, v is an invariant property of  the system. 

The number of  independent chemical reactions may be interpreted as the number 
of independent first-order differential equations required to specify the kinetics 
of the system. From this point of view, n represents the number of degrees of freedom, 
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so that n = × - -  v. Furthermore, the number o f  reaction components minus the 
number of  intermediates must be equal to the sum of the numbers of  reactants and 
products in the observed stoichiometric relation. It follows that 12.~4~ 

× =  Q + r ~ + t = n + v ,  (3.1) 

q9 = Q + r e - - v =  n - - t  => 1, (3.2) 

× >  Q + r e >  2 .  (3.3) 

Equations (3.1) reveal the intimate relations subsisting between the integer para- 
meters characterizing the observed stoichiometry and those characterizing the under- 
lying mechanism. They'also reflect the principal assumptions made here, namely, 
the reaction occurs in a closed, isothermal system, involving a finite number of 
distinguishable components, and admits a traditional description in terms of  a 
mechanism with a finite number of  steps, that is, a description in terms of traditional 
concepts: reactants, products, catalysts, intermediates, mechanism, and stoichio- 
metry. There are six parameters and two equations, so that, in general, four of  them 
must be specified to determine all six. The four parameters cannot, however, be 
specified arbitrarily. For although one can choose four parameters from ×, Q, re, v, t, n 
in 15 ways, four o f  these choices do not lead to the determination of  all six para- 
meters. For  example, if ×, ~, r~, and t are given, n and v are still undetermined. 
The other cases are ×, Q, n, v (n and t undetermined); ×, r~, n, v (Q and t undetermined); 
×, t, n, v (~ and rc undetermined). 

The relations (3.2) follow from the equality of  the second and third members of 
(3.1) and the consistency condition discussed in Sect. 2.1. These relations give the 
mechanistic interpretation of  the multiplicity o f  the observed stoichiometry, and show 
that the consistency condition ~p > I is equivalent to n - -  t > 1. Thus, the existence of  
a nontrivial stoichiometric relation manifests itself in the reaction mechanism by the 
requirement that the number of  reaction intermediates cannot equal or exceed the 
number  of  independent reaction. It will be shown in Sect. 3.4 that this is precisely the 
condition required to deduce the stoichiometric relation(s) from the mechanism. 

The inequalities (3.3) obviously state that there must be at least one reactant and at 
least one product. 

Examples 

1. The stoichiometric relation for the reaction of  nitrogen dioxide with chlorine 
monoxide in the gas phase and in solution is 27) 

ClaO + 2 NO2 --* NO3CI + NOaC1 (3.4) 

From this relation, it follows that ~ + n = 4, and v = 3. Introducing these results 
into (3.1), we find × = 4 + t = n + 3, so that t = n - -  1. The proposed two-step 
mechanism with OCI as an intermediate is consistent with this result: 

NO 2 + C120 --. NOzC1 + OC1, (3.5) 

NO 2 + OCI ~ N03C1 . 
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2. For  the gas-phase reaction of  hydrogen and bromine 2-5~ the known stoichio- 
metry 

H 2 + Br 2 --* 2 H B r ,  (3.6) 

together with Eqs. (3.1) imply × = 3 + t = n + 2, so that a mechanism with two 
intermediates must have three steps and five components.  The classical mechanism 
chain conforms to these conditions: 

Br 2 + M ~ 2 Br + M ,  

Br + H 2 ~- HBr + H ,  (3.7) 

H + Br 2 ~ H B r +  Br .  

Note that although M participates in the physics of  the reaction, it does not 
participate in the chemistry, so it is not counted among the components. Bromine 
molecules could serve the function of  M, but in that event Br 2 would be included 
among the components by virtue of  its dissociation in the first step, not by assuming 
the coUisional function of  M. It should also be noted that forward and reverse reactions 
of  any reversible mechanistic step are to be counted as a single step of  the mechanism. 
The reason is that n in Eqs. (3.1) represents the number of  independent reactions; 
the forward and reverse reactions of  a reversible step sum to the null reaction, so they 
are not (algebraically) independent. 

3. For  an application of  Eqs. (3.1), consider the mechanism for the gas-phase 
decomposition of  1'4205 in which NO and NO 3 are intermediates: 

N 2 0  s ~ NO z + N O  3 , 

N O  2 + N O  3 ~ N O  2 + NO + 0 2 ,  

NO + NO 3 ~ 2 NO 2 , (3.8) 

2 NO 2 ~-- N204.  

Only the first three steps are customarily cited 2s), but we have shown that the 
multiplicity is two, so we must have n - -  t = 2. A mechanism with three steps and two 
intermediates is inconsistent. I f  there are two intermediates, there must be four steps, 
and the reversible conversion of  NO 2 and/ '420 , seems an obvious choice for a fourth 
step. 

4. The vapor phase decomposition of  nitric acid follows the stoichiometry 

4 H N O 3 ~ 4 N O 2  + 2 H 2 0 +  O2. (3.9) 
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Since Q + n = 4, and v = 3, Eqs. (3.1) demand that × = 4 + t = n + 3. The 
following 4-step mechanism zg) with intermediates HO, NO, and NO 3 conforms to 
this requirement: 

HNO 3~-HO+NO 2, 

HO+ HNO 3~H20+ NO 3, 

NO 2 +NO 3~NO 2 +NO+ 02 , 

NO + NO3 ~ 2 N O  2 . 

(3.10) 

5. The pyrolysis o f  acetaldehyde conforms closely to the stoichiometry 

CH3CHO ~ CH4 + C O ,  (3.11) 

but small amounts of  ethane and hydrogen are detected and their inclusion among 
the reaction products requires a stoichiometry o f  multiplicity 2. Indeed, two in- 
dependent stoichiometries are 

4 CH3CHO --* 2 CH4 + 4 CO + C 2 H  6 + H 2 , (3.12) 

3 CHaCHO --, C H  4 + 3 CO + C 2 H  6 + H 2 . (3.13) 

The stoichiometry (3.11) is the difference o f  reactions (3.12) and (3.13), so that 
reaction (3.11) and either o f  reactions (3.12) or (3.13) are alternative pairs of  
independent stoichiometries. Since Q + n = 5, and v = 3, Eqs. (3.1) require tha{ 
× = 5 + t = n + 3. The following mechanism aoj with six steps and four inter- 
mediates (CH3, CHO, H, CH3CO) is consistent with this requirement: 

CHaCHO - ,  CH 3 + C H O ,  

CHO  ~ CO + H ,  

H + CH3CHO --~ H 2 rb CH3CO , 

(3. t4) 
CH 3 + CH3CHO ~ CH 4 + CHACO, 

CH3CO CH3 + CO, 

2CH3 C2H6. 

6. The pyrolysis of  ethane to ethylene, methane, and hydrogen requires that 
Q + n = 4, v = 2 (carbon and hydrogen conservation). It follows from (3.1) that 
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any mechanism for the pyrolysis must  satisfy × = 4 + t = n + 2. The five-step 
chain mechanism 

CzH 6 ~ 2 C H  3 , 

CH3 + Ca l l  6 -+ CH4 + C H 3 C H  2 , 

CH3CH 2 ~ CzH 4 + H ,  (3.15) 

H + C2H 6 --* H 2 + CH3CH 2 , 

H + CH3CH 2 ~ C 2 H  6 . 

in which H, CH 3, and CH3CH 2 are intermediates,  is consistent with these conditions.  
7. The case of  a catalyzed reaction is i l lustrated by 

V 3+ + Fe 3+ ~ V 4+ + Fe  2+ , (3.16) 

which is catalyzed by the cupric ion, so that  v = 4 (conservation of  vanadium, iron, 
and charge, together with one catalyst).  Here,  Q + rr = 5, and Eqs. (3.1) require that 
× = 5 + t = n + 4. The kinetics suggest a two-step mechanism 31~ with Cu + ion 
as an intermediate:  

V 3+ + Cu z + - + V 4 +  + Cu + .  

Cu + + Fe a + + F e  2 + + Cu 2 :~. (3.17) 

8. The commercial  synthesis of  acetic acid by the insertion of  carbon monoxide  
into methyl alcohol 

CHaOH + CO --+ C H a C O O H  (3.18) 

illustrates a more  complex catalyzed reaction.  The suggested mechanism is 32) 

C H a O H  + HI --+ CH3I  + H z O ,  

CH3I + [Rh(CO)212]- --+ [CHaRh(CO)213]- , 

[CHaRh(CO)zI3]- -+ [CH3CORh(CO)I3 ] - ,  

(3.19) 
[CH3CORh(CO)Ia]-  + CO --+ [CH3CORh(CO)213]- ,  

[CH3COmh(CO)213]-  --. [Rh(CO)212]- + C H 3 C O I .  

CH3COI + H 2 0  ~ CH3COOH + H I .  
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According to the mechanism, HI, H 2 0  , and [ R h ( C O ) 2 1 2 ] -  a r e  catalysts, so that 
+ r~ = 6 (three catalysts plus the three components of  the stoichiometry), and 

v = 5, by virtue of  Eq. (2.18). Thus the proposed six-step mechanism with 11 com- 
ponents and 5 intermediates is consistent with Eq. (3.1). 

9. The chemical components of  a reaction mechanism may include molecules or 
atoms in excited states, which are counted as distinct components, as in the 
mechanism 33) for the conversion of  ortho and para hydrogen: 

Hg(3p) + H 2 --+ Hg(IS) + 2 H ,  

H + p - H  2 ~ o - H  2 + H ,  (3.20) 

2H ~ H 2 • 

In the first and third steps, H 2 denotes molecules that are ortho orpara, that is, these 
steps are indifferent to the nuclear orientation; hence H 2 is counted as a separate 
component,  giving a total of  six components in the mechanism. The stoichiometry 
is 

Hg(3p) + p - H 2  --+ o - H  2 q- Hg(1S), (3.21) 

and 1-/2, as the mechanism indicates, functions as a catalyst. Thus 0 + rr = 5, v = 3 
(hydrogen, mercury, and one catalyst), n = 3, t = 1, so that Eqs. (3.1) are satisfied. 

10. The relation cp = n - -  t shows that the multiplicity varies with the number of  
intermediates. This is illustrated by the following two-step mechanisms in which 
reversible and irreversible reactions are used to alter the function of  a component 
from an intermediate to a product:  

A -+ B ,  B --+ C ; (3.22) 

A ~ B ,  B --+ C ; (3.23) 

A --+ B ,  B ~ C ; (3.24) 

A ~- B ,  B ~ C .  (3.25) 

Since × = 3, and n = 2, there is only one mass conservation condition in each case, 
so that cp = 2 - -  t. In mechanisms (3.22) and (3.23), B is the only intermediate, so 
(p = 1, corresponding to the stoichiometry A ~ C. In mechanisms (3.24) and (3.25), 
however, B is a product, so q~ = 2, and two independent stoichiometries are A -+ B, 
B - + C .  

The general relations (3.1), (3.2), and (3.3) are conditions that must be observed if 
the terms reactant, product, stoichiometry, intermediate, catalyst, and independent 
mechanistic step are to be used consistehtly. The examples show that they have been 
implicitly observed in many instances, but it is important  that they be taken into 
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account explicitly to guard against inconsistencies. For example, in the photo- 
chemical decomposition of iodomethane, the observed stoichiometry is 

9 CH3I --~ 3 CH4 + C2H6 + C2H4 + CH212 + CH3I + 3 Iz . (3.26) 

The reaction is not catalyzed, so that × = 7 + t = n + 3. Although the reaction has 
been the subject of several kinetic studies 34), and the proposed mechanism explains 
some features of the kinetics, it has 15 components, seven intermediates, and 15 
independent reactions, violating Eqs. (3.1). If  there are seven intermediates, there 
must be 14 components, and 11 independent reactions. That a mechanism may 
explain salient features of  the kinetics while being inconsistent clearly demonstrates 
how easily inconsistent mechanisms can slip through the sieve of experiment. On the 
other hand, mechanisms consistent with the general relations may not be consistent 
with experiment. 

One feature of the general relations merits special emphasis: they apply when the 
reaction is diffusion controlled, ~ when there is a rate determining step, or, indeed, no 
matter what the rates of the individual mechanistic steps. The general relations are 
independent of the details of the kinetics. 

3.2 Dependent and Independent Reactions 

The integer n refers to the number of linearly independent reactions in the mechanism. 
Reactions that are linearly dependent may be expressed as linear combinations of  n 
independent mechanistic reactions, just as the observed stoichiometric relation may 
be expressed as a linear combination of q~ independent stoichiometries. The reactions 
A ~ B and B ~ A, for instance, are linearly dependent, since the second is --1 
times the first. In general, forward and reverse reactions of a reversible mechanistic 
step are dependent, hence the rule given in Example 2. 

To determine whether the reactions of  a given mechanism are dependent or in- 
dependent, transpose the reactants from the left-member of each mechanistic step 
to the right-member, changing the sign of each coefficient. Components and reactions 
are then numerically ordered in any convenient manner, so that the mechanism may 
be symbolically written 

K 
2 ° ' i~Xi = 0 ,  0C = 1, 2 . . . . .  (3.27) 

i = l  

where  o'i~ is the net coefficient of component X i in step ~, taken with a plus or 
minus sign according as Xi is a product or a reactant, and the index ~ ranges over all 
mechanistic steps. The number of independent steps in the mechanism is equal to 
the rank of the matrix ~ = (cri,). In this computation the reactions of  the mechanism 
are regarded as vectors with × components without regard to the reversibility or 
irreversibility of  the steps, so the symbols ~ and ~ have no effect on the computation. 
It should also be noted that when the reactions are written in the form (3.27), the 
array of coefficients displayed is not the matrix or, but its transpose 6. Nevertheless, 
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either matrix may be used to determine the number of linearly independent reactions, 
since the row rank of a matrix equals its column rank 35). 

n = rank c~ = rank 6- (3.28) 

Using this criterion, it may be shown that the reactions in each of the illustrative 
mechanisms of the preceding section are indeed independent. 

Although many mechanisms consist entirely of independent reactions, it is often 
essential that dependent steps be included to avoid ambiguity. In the cyclic conversion 
of three isomers 

A ~- B,  B ~ C ,  C ~- A ,  (3.29) 

= --1 

0 - 

The rank of c is 2, but any two reactions of  the mechanism fail to disclose its cyclic 
nature. Note, moreover, that Eqs (3.1) are satisfied when n = 2. Incidentally, the 
multiplicity is 2, and any two reactions of the mechanism constitutes a pair of 
linearly independent stoichiometries. 

The mechanism 

A ~ 2 B ,  

B + C ~ D + E ,  

A + D ~ B + E ,  
(3.30) 

C - ~ 2 D ,  

also consists of  dependent reactions, since 

A-1 2 0 0 0 \  / 

~ = /  0 -1 -1  1 

t -1  1 0 -1  
\ 0 0 --1 2 

whose rank is 3. Any three steps of the mechanism are independent, but all four 
steps are necessary to define the function of  each component. If  the first step is 
omitted, B is changed from a product to a catalyst; if the third step is omitted B is 
changed from a product to an intermediate, and similarly with D if the fourth step 
is omitted. 

In general, a mechanism should include dependent steps only to make the function 
each component unambiguous, or to exhibit some particular aspect of the mechanism 
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itself, as illustrated by mechanisms (3.29) and (3.30). It should be recognized, 
however, that dependent steps will contribute to the kinetics, so that care should be 
taken to avoid redundant steps. In specific instances, it should be possible to settle 
such matters without difficulty. 

Consider the oxidation of  iodide ion by hypochlorite ion in aqueous, alkaline 
solution. The observed stoichiometry is 36) 

I -  + OC1- ~ O I -  + C1- , (3.31) 

and a proposed mechanism is 36.37) 

OC1- + H20  ~ HOC1 + O H - ,  

I -  + HOC1 ~ HOI  + C1- , (3.32) 

O H -  + HOI  ~ H20  + O I -  . 

The mechanism includes three intermediates (HOC1, HOI,  O H - ) ,  and indicates that 
the water molecule functions as a catalyst; hence the observed stoichiometry and 
formula (2.18) y ie ldv  = 3 + 1 = 4. B u t ×  = 8 , 0  + n = 5, a n d n  = 3, so that 
Eqs. (3.1) are not satisfied. In fa.ct, the stoichiometry and the mechanism specify 
different values for v, since the mechanism implies five conservation conditions: 
chlorine, oxygen, hydrogen, iodine, and charge. Here we have a mechanism that is 
inconsistent with the observed stoichiometry. 

The mechanism can be remedied by means of  the experimental fact that O H -  
inhibits the reaction, so that H + is a catalyst. Introducing H + into the reaction 
by means of  the equation 

H + + O H -  ~ H20. (3.33) 

the value o f v  as determined by means of  (2.18) becomes equal to 3 + 2 = 5, so that 
mechanism and stoichiometry now imply the same number of  conservation conditions. 
The number  of  components is increased to 9, the number o f  independent reactions 
is increased to 4, and Q + n = 4 + 2 = 6, so that Eqs. (3.1) are satisfied. One 
minor difficulty remains: if hydrogen is a catalyst, there must be a mechanism for 
its regeneration. This difficulty is removed by adjoining the dependent reaction 

HOI  --. H + + O I - .  (3.34) 

This is preferred to the dependent reaction HOC1 ~ H + + OCI- ,  because with the 
second step of  (3.32) as ratedetermining, the new mechanism will conform to the 
observed kinetics. 

3.3 Conservation Conditions 

The invariant v may be deduced from the observed stoichiometry. Consistency 
requires that the value obtained with formula (2.18) be equal to that determined by 
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the mechanism. When the mechanism is given explicitly, the value of v is obtained 
by writing out all the conservation conditions, and then determining how many  of 
them are independent. The computat ion is straightforward and will be illustrated 
with the mechanism for the oxidation of  iodide ion by hypochlorite ion, reactions 
(3.32), (3.33), and (3.34). The conservation conditions for chlorine, iodine, hydrogen, 
oxygen, and charge, respectively, are 

[OC1-] + [HOC1] + [C1-] = c l ,  

[ I-]  + [HOI] + [OI -] = c2, 

2[H20 ] +[HOCl]  + [ O H - ]  + [ H O I ]  + [ H  +] = c3, 

[H20] +[HOCI]  + [ O H - ]  + [ H O I ]  + [OI -1  = c,~, 

[OCl-] +[OH-] +[I-] +[Cl-]  +[OI-] --[H +] = c5, 

where the c's are constants determined by the initial conditions. The value of  v is 
equal to the rank of  the matrix determined by the coefficients of  the concen- 
trations: 

i10100010 !/ 
l 0 0 0 0 1 1 0 1 

0 2  1 1 0 1 0 0 . 

0 1 1 1 0 1 0 1 

kl 0 0 1 1 0 1 1 - 

The rank of  this matrix is 5, which confirms the assertion in the preceding section 
that  the mechanism implies v = 5. 

The conservation conditions can be derived with equal facility when the mechanism 
is formulated abstractly 'by Eqs. (3.27). Let X i denote the molar concentration of 
component  Xi, and let r, be the forward rate of  mechanistic step ~ in moles per unit 
volume per  unit time. (Here, and subsequently, italicized Roman  capitals denote 
molar  concentrations.) The contribution of  step c~ to the time derivative of  
X i is zero if X i does not appear in that  step, or is unaltered by it; otherwise 
(SXi/~t)~ = ~i~r~. The total time derivative dXJd t  --- X~ is obtained by summing over 
all mechanistic steps: 

-'Yi = ~ cri~r~, i = 1, 2 . . . . .  × .  (3.35) 
¢t 

Now the j t h  conservation condition may  be written 

• ajiXi = cj ,  (3.36) 
i = l  

267 



Paul L. Corio 

where the aj~ are numerical coefficients, and cj is a constant that may be evaluated in 
terms of the initial concentrations. Differentiating (3.36) with respect to the time, 
and substituting from (3.35), we obtain 

aji(3"ie t r e -~ 0 
i 

(3.37) 

I f  the r, are independent, functionally or linearly, it would follow that the coefficient 
of each r~ must vanish. The same conclusion also applies when the r, are dependent; 
for otherwise the dependent r's could be expressed in terms of independent r's, and 
these expressions would necessarily involve the kinetic parameters characterizing the 
rates. On setting the coefficients of  the independent r's equal to zero, we would then 
obtain a system of equations for the a~i that contain the kinetic parameters, con- 
tradicting the fact that the aj~ are numerical coefficients independent of the time, 
the concentrations, and all details of the kinetic process. It follows that the coefficients 
of all r, must vanish: 

~ a j i g i ~ ,  = 0 ,  ct = 1, 2 . . . . .  n .  (3.38) 
i=l  

It is permissible to extend the range of ¢t only over the independent reactions of  the 
mechanism, because the rank of rr is n, so that any additional equations that occur 
are expressible in terms of those given by equations (3.38). Furthermore, since we 
have a system of linear equations of  rank n in × components, there will be 
exactly v --- × - -  n independent solutions. 

Equations (3.38) are easily written out when the mechanism is given, since the 
coefficients of the a~i, that is, the cq~, may be easily read from the mechanism 
when all reactants are transformed to the right-hand members. In the case of 
mechanism (3.30), for example, we have 

--ajl  +2aj2 = 0 ,  

~ a j 2  - - a j 3  + a  m + a j 5  = 0 ,  

- - a j t  + a j 2  - - a~  + a j 5  ----- 0 ,  

--aj3 +2am = 0 ,  

(3.39) 

where the subscripts 1, 2, 3, 4, 5, refer to components A, B, C, D, E, respectively. 
The reactions of the mechanism are linearly dependent, so that Eqs. (3.39) are also 
linearly dependent. In fact, the sum of  the first two minus the third equals the fourth. 
Any three of  Eqs. (3.39) are linearly independent, and if we solve them, the remaining 
equation will be satisfied. Taking the first three equations and applying the 
procedure suggested in Sect. 2.2, we obtain two independent solutions (a11, ax2, 
a13, al,, a15 ) = (--2, --1, 2, 1, 0), (a21, a2z, a23, a2,, a25) = (2, 1, 0, 0, 1), that is, the 
conservation conditions are 

- - 2 A - - B +  2 C +  D =  c~, 2A + B + E = c  z.  (3.40) 
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This proves that mechanism (3.30), for which × = 5 and n = 3, conforms to × = n + v. 
The discussion in the following section will establish that the mechanism also conforms 
t o × = Q + r t + t .  

3.4 Stoichiometry of a Mechanism 

The stoichiometric relation(s) implied by a mechanism can be derived by algebraic 
elimination of the reaction intermediates. Since any dependent reactions in the 
mechanism can be expressed as linear combinations of the n independent mechanistic 
steps, we need only consider the elimination of intermediates from the n independent 
reactions of the mechanism. 

In the special case when there are no intermediates, the multiplicity equals n, and 
the n independent steps of the mechanism provide the required number of independent 
stoichiometries, the general stoichiometry being given by Eq. (2.13). If the observed 
stoichiometry is expressible in this form, the mechanism is qualitatively consistent 
with it. 

Turning to the general case, let us assume that t ~ 0, and let n* be the number of 
reactions in the mechanism without intermediates. These reactions provide n* in- 
dependent stoichiometries, and since there must be exactly n - -  t independent stoichio- 
mettles, the remaining n --  n* --  t stoichiometries have to be obtained by eliminating 
the intermediates from the other n - -  n* reactions of the mechanism. 

The integer n* may have any one of the values I, i . . . . .  n --  t - -  1, but the value 
n -  t is excluded. For if n* = n -  t, the mechanism provides the required n - - t  
independent stoichiometries and t other independent reactions containing the inter- 
mediates. The existence of t reactions containing the intermediates leads to a con- 
tradiction. Indeed, if such reactions did exist, it would be impossible to eliminate 
the intermediates from them, because if that were possible we would exceed the num- 
ber of allowed independent stoichiometries. This means each intermediate occurs 
only once in each of the supposed t reactions; for if an intermediate occurred twice, 
once, say, in each of two different mechanistic steps, it would be possible to 
eliminate it algebraically and obtain another stoichiometry. But if each intermediate 
occurs only once in each of the reactions, the intermediates are functioning as 
reactants and products. This contradiction proves 

n - - n * - - t  > 1, t # 0 .  (3.41) 

To eliminate the intermediates when t # 0, each of the n-n* reactions containing 
intermediates is multiplied by an unknown constant, and the resulting equations 
summed. On equating the coefficients of  corresponding intermediates in each member, 
a system of t linear, homogeneous equations in n-n* unknowns is obtained. The 
consistency condition (3.41) ensures that this system of equations has n --  n* --  t 
independent solutions. Substituting into the equation obtained by the summation 
process, we obtain one stoichiometric relation for each independent solution. The 
stoichiometries obtained need not contain exactly Q reactants and rc products, but it 
must be possible, for a consistent mechanism, to represent the observed stoichiometry 
in the form of (2.13). 
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To illustrate the procedure, we apply it to mechanism (3.14), multiplying the first 
step by a, the second by b, and so on, obtaining the stoichiometric relation in the 
form 

(a + c + d) CH3CHO ~ (b + e) CO + cC2H 4 + dCH 4 + fCH2H 6 , 
(3.42) 

and the following system of equations for elimination of the intermediates CH 3, 
CHO, H, and CHACO: 

a - - d + e - - 2 f = O ,  

c + d - - e = O ,  (3.43) 

a = b = c ,  

Two independent solutions of these equations are (al, bl, cl, dl, ex, f~) = (0, 0, 0, 1, 1,0), 
and (a2, b2, c2, d2, ez, 1"2) = (1, 1, 1, 1, 2, 1), and, when substituted into (3.42), yield 
stoichiometries (3.11) and (3.13), respectively. 

When the stoichiometric relation is obtained, catalysts will appear in opposite 
members with equal coefficients. For example, the mechanism 

A + ~B --. C ,  (3.44) 
C ~ B  + D ,  

admits two conservation conditions 

B + C = c l ,  (3.45) 

A + C + D = c 2 ,  

expressing the conservation of A and B, respectively. Since C is the only intermediate, 
the multiplicity is one, and the elimination of C yields the stoichiometric relation 
in the f o r m A  + B ~ B + D. N o t e t h a t ×  = 4, a n d t  = 1, so tha tQ  + r~ = 3, 
showing that 

A ~ D (3.46) 

better representation of that fact that a catalyst is counted only once in the sum 
Q + n .  

3.5 Classification of Reaction Mechanisms 

Reaction mechanisms can be sorted into classed by fixing one or more of the 
parameters n, ×, v, Q, n, t. The number of mechanistic types in a class will be 
denoted ( ~ . .  "), where letters enclosed within parentheses are the fixed parameters 
defining the class. Obviously only those classifications containing a finite number of 
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mechanistic types will be useful, and since the stipulated parameters must satisfy 
Eqs. (3.1), we can appeal to these equations to decide the issue for any particular 
choice o f  parameters. In particular, Eqs. (3.1) show that fixing n does not delimit 
the values of  the other parameters, so that there are infinitely many mechanistic 
types having the same number of  independent mechanistic steps. The same conclusion 
holds for all of  the remaining parameters except ×, for which 

1 
(×) = g×(× - -  I) (2× - -  1). (3.47) 

Observe that the expression in the right-hand member is the sum of  the squares of  the 
first × - -  1 integers. 

The proof  of  Eq. (3.47) follows easily from the following tableau: 

Q + n = 2  3 4 5 . . . × - -  1× 

t = × - - 2  × - - 3 × - - 4 × - - 5 _ . 1  0 

1 i 1 1 . . . 1  1 

2 2 2 . . .2 2 
3 3 .. .3 3 

4 . . .4 4 

× - - 2  × - - 2  

× - - 1  

The first row gives all the values of  Q + n from 2 up to the fixed value of  ×, and the 
second the corresponding of  t = × 0 n. The entries below the second row in 
any given column are the values of  v allowed by the value o f  ~ + n heading the 
column, in all Q + n - -  1 values, since 1 < v < Q + n - -  1. The value of  n is, of  
course, given by × - -  v. Now each value o f  Q + n can be partitioned into individual 
values o f  Q and n in exactly Q + n - -  1 ways, which may be associated with any of  
the Q + n - -  1 values of  v. Thus, for a fixed value of  ×, the total number of  integer 
sets satisfying Eqs. (3.1) is obtained by summing (~ + n -  1) 2 over all values of  
Q + n from 2 to × - -  1. This proves Eq. (3.47). 

The mechanistic types for several values o f×  are given in Table I for × = 2, 3, 4, 5, 6, 
and it will be observed that the number increases rapidly with ×, thus (6) = 55, but 
(10) = 285. In any case, however, it is advisable to begin constructing a mechanism 
by fixing the number of  components, as this ensures only a finite number of  mecha- 
nistic types need be considered. It must be emphasized that Table 1 does not  give 
the number  of  possible mechanisms for a given value of  ~:, but the number of  
mechanistic types in the class defined by fixing ~:. Thus there are five types of  
mechanisms in the class defined by setting ~: = 3, but only one type when • = 2, 
and the latter includes, among others, all mechanisms of  the form mA --, B. Never- 
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Table 1. Integer Sets Satisfying Equations (3.1) for • = 2, 3, 4, 5, 6 

K n v O ~ t K n V Q ~ t K n v Q ~ t K n v Q ~ t 

2 1 1 1 1 0  
3 2 1 1 1 1  
3 2 1 1 2 0  
3 2 1 2 1 0  
3 1 2 1 2 0  
3 1 2 2 1 0  
4 3 1 1 1 2  
4 3 1 1 2 1  
4 3 1 2 1 1  
4 2 2 1 2 1  
4 2 2 2 1 1  
4 3 1 1 3 0  
4 3 1 2 2 0  
4 3 1 3 1 0  
4 2 2 1 3 0  
4 2 2 2 2 0  
4 2 2 3 1 0  
4 1 3 1 3 0  
4 1 3 2 2 0  
4 1 3 3 1 0  

5 4 1 1 1 3  
5 4 1 1 2 2  
5 4 1 2 1 2  
5 3 2 1 2 2  
5 3 2 2 1 2  
5 4 1 1 3 1  
5 4 1 2 2 1  
5 4 1 3 1 1  
5 3 2 1 3 1  
5 3 2 2 2 1  
5 3 2 3 1 1  
5 2 3 1 3 1  
5 2 3 2 2 1  
5 2 3 3 1 1  
5 4 1 1 4 0  
5 4 1 2 3 0  
5 4 1 . 3 2 0  
5 4 1 4 1 0  
5 3 2 1 4 0  
5 3 2 2 3 0  
5 3 2 3 2 0  
5 3 2 4 1 0  
5 2 3 1 4 0  
5 2 3 2 3 0  
5 2 3 3 2 0  
5 2 3 4 1 0  
5 1 4 1 4 0  
5 1 4 2 3 0  
5 1 4 3 2 0  
5 1 4 4 1 0  

6 5 1 1 1 4  
6 5 1 1 2 3  
6 5 1 2 1 3  
6 4 2 1 2 3  
6 4 2 2 1 3  
6 5 1 1 3 2  
6 5 1 2 2 2  
6 5 1 3 1 2  
6 4 2 1 3 2  
6 4 2 2 2 2  
6 4 2 3 1 2  
6 3 3 1 3 2  
6 3 3 2 2 2  
6 3 3 3 1 2  
6 5 1 1 4 1  
6 5 1 2 3 1  
6 5 1 3 2 1  
6 5 1 4 1 1  
6 4 2 1 4 1  
6 4 2 2 3 1  
6 4 2 3 2 1  
6 4 2 4 1 1  
6 3 3 1 4 1  
6 3 3 2 3 1  
6 3 3 3 2 1  
6 3 3 4 1 1  
6 2 4 1 4 1  
6 2 4 2 3 1  
6 2 4 3 2 1  
6 2 4 4 1 1  

6 5 1 1 5 0  
6 5 1 2 4 0  
6 5 1 3 3 0  
6 5 1 4 2 0  
6 5 1 5 1 0  
6 4 2 1 5 0  
6 4 2 2 4 0  
6 4 2 3 3 0  
6 4 2 4 2 0  
6 4 2 5 - 1 0  
6 3 3 1 5 0  
6 3 3 2 4 0  
6 3 3 3 3 0  
6 3 3 4 2 0  
6 3 3 5 1 0  
6 2 4 1 5 0  
6 2 4 2 4 0  
6 2 4 3 3 0  
6 2 4 4 2 0  
6 2 4 5 1 0  
6 1 5 1 5 0  
6 1 5 2 4 0  
6 1 5 3 3 0  
6 1 5 4 2 0  
6 1 5 5 1 0  

theless, some interesting conclusions can be drawn from Table 1. For instance, 
for a given ×, the number of mechanistic types decreases as the number of intermediates 
descreases, but this decrease is countered by an increase in the number of independent 
reactions. If mechanistic types were selected randomly, mechanistic types without 
intermediates would Prevail more and more as x increased. We shall see presently, 
in fact, that the number of mechanistic types without intermediates is, for given 
×, equal to (× - -  1 )  2.  

Classifications of reaction mechanisms with two fixed parameters contain a finite 
number of mechanistic types only when one of the parameters is ×. Specifically, 

1 
(×n)  = (×v)  = (nv )  = ~ ( ×  - -  v)  (×  + v - -  I ) ,  (3.48) 

1 
(×Q)= ( × n ) = ~ ( × - - O ) ( ×  + O- -  1), (3.49) 

(×t )  = (×,  0 + n)  = (0  + n - -  1) 2 = (×  - -  t - -  1) 2 . (3.50) 
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The  p r o o f  o f  each o f  these fo rmulas  can  be easily established by a p rocedure  

similar  to that  used in the p r o o f  o f  Eq.  (3.47). N o t e  that  a l though × does not  

appear  explici t ly in (nv), fixing n and v fixes ×. Equa t ions  (3.1) may  be used to 
change  the  a rguments  o f  any ol these formulas ,  and  in the last m e m b e r  o f  Eqs. (3.49), 
Q can be replaced with n. 

Equa t ions  (3.49) are especially useful when  the n u m b e r  o f  reactants  is known,  but  

analyt ical  p rob lems  lead to some uncer ta in ty  regard ing  the number  o f  products  in 

the observed  s toichiometr ic  relat ion.  If, by any means ,  a reasonable  value be assigned 
to ×, the fo rmula  tells us at once  h o w  m a n y  mechanis t ic  types are consis tent  with 
these parameters ,  all o f  which can be quick ly  wri t ten down.  F o r  example,  i f  Q = 3, 

and × is taken as 5, formula  (3.49) gives (zQ) = 7, which may  be conf i rmed  by 

reference to Tab le  1, 
The  fo l lowing  formulas  hold  when three o r  four  parameters  are fixed 

(×m) = (my) = x - - t - -  1 = Q + n - -  1,  (3.51) 

(×Qt) = (xnt) = (×Qn) --- × - -  1 , (3.52) 

(×tvn) = × - -  t - -  1 , (3.53) 

(×Qnv) = × - -  Q,  (3.54) 

(×nnv) = × - -  n ,  (3.55) 

(×my) = × - -  t - -  I . (3.56) 

There  is only  one  mechanis t ic  type for any o ther  choice  o f  four  fixed parameters .  

Final ly ,  let us note  that  since the smallest  va lue  o f  ~ + n is 2, the largest  value 
o f  t = × - -  2. But n - -  t > 1, so the largest  value  o f  t also equals  n - -  1. Equa t ing  

these values,  we find × - -  n = v - 1, so that ,  Q + n = 2, v = l , n  = × - -  1, 

t = × - -  2, and  ~ -- 1. Similarly,  the largest  value  o f  v = Q + n - -  1, which is also 

equal  to  × - -  1. Equat ing  these values, we find n = × - -  v = I, so that  × = Q + n, 
= 0, n = 1, v = × - -  1, q~ = 1. Both  cases can  be easily verif ied by examin ing  the 

first and last entries for a given × in Tab le  1. 

4 Modification and Design of Reaction Mechanisms 

4 . 1  M o d i f i c a t i o n  o f  a M e c h a n i s m  

A reac t ion  mechan i sm will, in general ,  va ry  wi th  vary ing  exper imenta l  condi t ions.  

Never theless ,  Eqs. (3.1), which we n o w  wri te  in the form 

v - -  × - - n  = O + n - - n  + t ,  
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provide useful information regarding the allowed changes. Since v is invariant, only 
×, Q, n t and n vary with experimental conditions. In particular, it follows from the 
first equality that × and n must both increase or decrease by the same integral aliquot. 
I f  ×' and n '  denote the new values of  × and n, and 8 the change in these quantities, 
then 

× ' = ×  + 8 ,  n ' = n  + 6 .  (4.1) 

Similarly, the equality of  the first and third members yields 

0 ' + n ' = Q + ~ + ~ ,  t ' = t  + 8 - - ~ ,  (4.2) 

where ~ is the change in Q + n, and the change in t has been expressed in terms of  
and 8 by means o f  the condition 

O ' + n ' - - n ' + t ' = O + n - - n + t .  

The integers 6, a, which may be positive or negative, must be such that ×' ~ Q' + n'  
> 2, n '  > 1, t '  > 0, and 

Q' + n '  - -  v = n'  - -  t '  :> 1 . 

It follows that if the changes in any two of  ×, Q + n, t, or any two of  n, ~ + n, t 
are determined, the changes in the other parameters can be calculated from Eqs. (4.1) 
and (4.2). The change in the multiplicity is, from the definition o fe  and the invariance 
of  v, 

q o ' =  qo + e.  

Several interesting facts are immediate consequences of  Eqs. (4.1) and (4.2). I f  there 
is no change in the number of  components,  there must be no change in the number 
of  independent reactions, so that all changes are confined to the number o f  inter- 
mediates and the sum O + n, both o f  which change in such a way that Q + n + t 
is invariant. I f  there is no change in the sum Q + n, then ×, t, and n all increase or 
decrease by the same amount. If  there is no change in t, then n, ×, and Q + n all 
increase or decrease by the same amount.  These particular cases, as well as Eqs. (4.1) 
and (4.2), can be verified by an examination o f  those entries o f  Table 1 with the same 
value o f  v. 

Equations (4.1) and (4.2) can also be used when it is desired to modify a reaction 
mechanism. Suppose, for example, that ×, Q, n, t, n are the parameters of  a 
mechanism conforming to Eqs. (3.1) for a specified value o f  v, then Eqs. (4.1) and 
(4.2) show how those parameters are required to change in order that ×', Q', n', ~', n' 
also satisfy Eqs. (3. I), while v remains unchanged. 

As an illustration, consider-the gas phase reaction of  hydrogen and iodine 

H2 + I2 ~ 2 HI (4.3) 
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If  the process is indeed bimolecular,  then Eq. (4.3) represents the stoichiometry and 
the mechanism, so that × = 3 = Q + n, v = 2, t = 0. It was suggested 381, however, 
that at high temperatures another  mechanism occurred 

I 2 ~ - 2 I ,  

I + H  2 ~ H I +  H ,  (4.4) 

H + I 2 ~ H I + I ,  

for which ×' = 5, n'  = 3, t '  = 2, Q' + n '  = Q + n. This mechanism, regarded as a 
modif icat ion of  (4.3), conforms to (4.1) and (4.2) with 8 = 2, ~ = 0. Similar 
considerat ions apply to another suggested mechanism 39): 

I 2 ~ 2 I ,  

I + H a -~ H2I , (4.5) 

I + H2I ~ 2 HI . 

Equat ions (4.1) and (4.2) also apply  when a mechanism is modified by making 
some reactions reversible or irreversible, since such changes will, in general, alter the 
mechanist ic function of  some components .  Consider  the mechanism 

A + B ~ C ,  

C ~ B + D .  
(4.6) 

In this case, we have × = 4, n = 2, t = 0, v = 2, and Q + rt = 4. The multiplicity 
is two, and the two mechanistic steps provide two independent  stoichiometries. When 
the second step is irreversible, or when both steps are irreversible, C functions as an 
intermediate,  and B as a catalyst. The s toichiometry is now 

A ~ D ,  (4.7) 

and its multiplicity is n - -  t = Q + n - -  v = 1. The change in mechanism is consistent 
with Eqs. (4.1) and (4.2), for since ×' = ×, and n '  = n, we have a = 0, ~ = - -1 .  

4 .2  T h e  G a s  P h a s e  D e c o m p o s i t i o n  o f  O z o n e  

Although Eqs. (3.1) are useful for verifying the consistency of  a given mechanism, 
and provide useful general constr ~ints to be observed in the construction of  mecha- 
nisms, they offer little practical a~sistance in the actual construction of  a mechanism. 
On the other hand, Eqs. (3.38) provide a system of  l inear homogeneous equations 
satisfied by the mechanistic coefficients cri~ for the independent reactions of  a 
mechanism. Normally,  these equations would be used to derive the conservation 
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conditions from values of the ~i~ defined by the mechanism, but if the conservation 
conditions can be written down, then the question arises as to how the equations 
can be solved to obtain the mechanistic coefficients, that is, the crib. To study this 
question, we shall consider a reaction that is simple enough to illustrate the essential 
ideas without involving lengthy computations, namely, the decomposition of ozone 
in the gas phase with atomic oxygen as the only intermediate. We shall also assume 
that the reaction is indifferent to the electronic state of atomic oxygen. 

There is only one conservation condition: 

3[03] + 21021 + [O] = constant.  (4.8) 

Since × = 3, and v = 1, there can only be two independent reactions, so that Eqs. 
(3.38) and (4.8) yield 

3~11 + 2cr21 + cr31 = 0 ,  

3~z + 2%2 + era2 = O, 
(4.9) 

where ate, ~2~, and ~3~ denote the coefficients of onzone, molecular oxygen, and 
oxygen atoms, respectively, in mechanistic step :~. Alternatively, we have to find all 
solutions in integers of 

3 x +  2 y + z =  0,  (4.10) 

and select pairs of independent solutions from the set of all solutions. One difficulty 
is immediately obvious: Eq. (4.10) admits infinitely many solutions in integers. 
Although the solution to the problem is not unique, the theory of homogeneous 
linear equations shows that the general solution is expressible in terms of a finite 
number of particular solutions. If  we can write down a formula giving all solutions 
to the problem, then the formula also contains the desired solution, and all that 
remains is to formulate some means for sifting it from the formula. But the issue is 
still unsettled if we apply the customary procedure for solving linear homogeneous 
equations. To see this, observe that (2<2,2) and (2,-3,0) are solutions of equation 
(4.10), and they are independent, since the rank of 

(: 2 : )  
- 3  (4.11) 

is 2. It would appear that the general solution of (4.10) is given as a linear 
combination of (2,-2,-2) and (2,-3,0) with integer coefficients, namely, 

x = 2t + 2u,  y = - - 2 t - -  3u, z = - - 2 t ,  (4.12) 

where t and u assume the values 0, __+ 1, +2,-  . . .  But (1,-1,-I) is a solution of 
(4.10) that is not contained in the solution-set (4.12). Equations (4.12) yield infinitely 
many solutions of  (4.10), but they omit infinitely many solutions, namely, all solutions 
in which x and z are odd integers. 
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On the other hand, linear combinations of the two particular (independent) 
solutions (-1.3,-3). (0,1-2) give all solutions in the form 

x = - - t ,  y = 3t + u ,  z = - - 3 t - - 2 u ,  (4.13) 

where t and u again take on all integer values. The solution (1,-1,-1) is contained in 
this set of solutions, being given by t = --1, u = 2, and it is easily shown that the 
solutions (2,-2,-2), (2,-3,0) are also contained in Eqs. (4.13). 

The distinction between Eqs. (4.12) and (4.13) is that, in the latter case, the 
2 x 2 determinants.formed from the matrix of  particular solutions 

o 

(-10 3 - - ~ ) 1  (4.14) 

have the greatest common divisor 1, that is, they are relatively prime, whereas the 
determinants formed similarly from the matrix (4.1) are not. 

Using Eq. (4.13), we can express the solutions of Eqs. of(4.9) in terms of four integer 
parameters 

otl = - - p ,  o'21 = 3 p +  q ,  o31 = - - 3 p - - 2 q ;  

O12 = - - r ,  022 = 3r + s ,  0"32 = --3r - -  2s. 
(4.15) 

In order that these solutions be independent, the rank of the matrix 

( - p  3 p + q  - 3 p - 2 q )  

3r + 2s - 3 r  2s 

must equal 2, so that p, q, r, s are subject to the condition 

qr --  ps -~- 0 (4.16) 

As p, q, r, s take all integral values 0, ___ 1, ___2 . . . . .  subject, to (4.16), we obtain 
all solutions of (4.9). In terms of chemical reactions, equations (4.15) imply 

pO a ~ ( 3 p + q )  O 2 - ( 3 p  + 2q) O ,  (4.17) 

rO a - * ( 3 r +  s) O 2 - ( 3 r  + 2 s )  O .  

The possible cases can be delimited further by the following considerations (i) since 
the mechanism is to describe the decomposition of ozone, 0 3 must appear by 
itself in the left-hand number of the first reaction; (ii) the intermediate O must appear 
in the right-hand member of the first reaction, but in the left-hand member of the 
second reaction; (iii) molecular oxygen may or may not appear in the right-hand 
member of the first step; (iv) if O z does not appear in the right-hand member of the 
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first-step, it must appear in the right-hand member of the second step. These 
requirements lead to the following additional conditions on p, q, r, s: 

p > 0 ,  (4.18) 

3p + 2q < 0,  (4.19) 

3r + 2s > 0,  (4.20) 

3p + q > 0,  (4.21) 

3r + s >  0,  if 3 p +  q =  0.  (4.22) 

Let us consider the implications of these relations for the first of reactions (4.17), 
supposing that molecular oxygen appears in the right-hand member. The appropriate 
relations are (4.18), (4.19), and (4.21) with the upioer sign. The restrictions imposed 
by these inequalities can be quickly surveyed by a graphical representation in the 
qp-plane, Fig. 1. The solution domain is defined by the lines p = 1, 3p + q = 0, 
and 3p + 2q = 0, namely, the allowed values of p and q must lie above the line 
p = 1 and above the line 3p + q = 0, but below the line 3p + 2q = 0, the dashed 
lines in Fig. 1. The heavy dots are solutions allowed by the conditions p > 0, 3p + 2q 
> 0, 3p + q > 0. The reactions corresponding to some of these solutions are 

0 3 ~ O  2 + O ;  p =  1, q = - - 2  ; (4.23) 

2 0 3 - - , 2 0 2 + 2 0 ,  ~ p = 2 ,  q = - - 4 , - - 5 ;  

J 203  --* 02 + 4 0  ; 

(4.24) 

3 0 3 ~ 4 0 2 + O ,  

3 0 3 - - * 3 0 2 + 3 0 ,  

3 0 3 - - + 2 0 2 + 5 0 ,  

3 0 3 - - , O  2 + 7 0 ;  

p = 3 ,  q = --5, --6, --7, - - 8 .  (4.25) 

Note that multiples of equation (4.23) appear in equations (4.24) and (4.25), because 
the points corresponding to them, namely, (1, --2), (2, --4), (3, --6) all lie on a 
common ray within the solution domain. This will also occur with other solutions, 
t~eing a natural consequence of the fact that equations (4.13) give all solutions of 
(4.10), including multiples of solutions. 

The solutions for which molecular oxygen does not appear in the right-hand 
member of the first mechanistic step are shown in Fig. 1 by the open dots. 
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-12 
I 

4 

p = 1 ~ "- 
. . . . . . . . .  _-._._._._._._._._-~ ~+ _ + ~  .~ _ _ _ 

-10 -8 - 6  - 4  - 2  ~ . . %  
I I I I I I I I I I I I " q 

Fig. I. Diagram for determining the integers p+ q for the first step of the ozone decomposition: 
pO 3 --, (3p + q) 02 --  (3p + 2q). The allowed va]ues of p, q are determined by the lines p = 1, 
3p + q = 0 ,  3 p +  2 q = 0  

These solutions lie on or above the line p = 1, on the line 3p + q, but below the line 
3p + 2q, so all constraints are satisfied. Since these solutions lie on the same ray, 
they are all mult iples of  

03 ~ 3 O ,  p = 1,  q = - - 3 q .  (4.26) 

Fo r  the second step of  the mechanism, the integer r may be positive negative, or  
zero, subject to the inequality (4.20). There are two cases to consider, according 
as 3p + q is greater than or equal to zero. I f  3p ÷ q > 0, then all allowed 
solutions for r, s must lie above the line 3r + 2s = 0 (Fig. 2). The allowed reactions 
include 

03 + O ~ 2 0 2 ,  r =  1 ,  s = - - l ,  (4.27) 

2 0 ~ O z ,  r = O ,  s =  1,  (4.28) 

03 + 3 0 ~ 3 0 2 ,  r =  1,  s = 0 .  (4.29) 

If  3p + q = 0, then 3r + s must be greater  than zero. But 3r + 2s must always 
be greater than zero, so that, for negative s, the allowed values of  the parameters  
must  lie above the line 3r + 2s = 0, whereas the allowed parameters  must lie above 
the line 3r + s = 0 for positive s. Fo r  example,  

03 + O ~ 2 0 2  r =  1,  s = - - l .  (4.30) 
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" ~ .  3 r .  \~. 2 

- 6  - 4  - 2  ~ x  
I I I I I I 

- 2  

2 4 6 " S ' ~ ~,,. I  t I I I I 

..o 

Fig. 2. Diagram for determining the integers r, s for the second step of the ozone decomposition: 
rO 3 ~ (3r + s) 0 2 --  (3r + 2s) O~ The allowed values of r, s are determined by the lines 3r + s = 0, 
3r + 2s = 0 

The allowed pairs of  reactions for a two-step decomposi t ion must  also satisfy the 
condi t ion (4.16). I f  we select from the reactions listed only those pairs that  are at  most  
bimolecular  in the forward reaction, we have the following possible mechanisms 

0 3 "~ 0 2 "~- O ~ .  
(I) t 03 + O - " 2 0 2  

03 ~ 02 + 0 ). 
(n) J 

2 0 --~ 02 

2 0 3  -~ 02 + 4 0  "t (III) 
03 + O ~ 2 02 J 

2 0 3  "--* 02 "F 4 0 }  

2 0  ~ 02 (IV) 

03 ~ 3 0 "1, 
(V) k 

03 + 0 ~ 2 02 

03 --* 3 0 "1. (vI) J 
2 0 - * 0 2  

Mechanism (I) with a reversible first step has been found to provide a satisfactory 
descript ion o f  the decomposit ion over a considerable range of  concentrat ions 4o) 
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4.3 General Considerations 

To formulate the general problem, we write out Eq. (3.38) for mechanistic step ct, 
namely, 

allO-la + a120"2a ÷ ... ÷ alxo'~t a = 0 , 

a2to ' la  + a22 0"2a + ... + a2xo'~a = O ,  

(4.31) 

av~crz, + av2o2a + ... + a~,a,~ = 0 .  

The rank of  this system is v, .and its solution in integers gives the coefficients 
o f  the components in the ctth mechanistic step. We shall assume that the × components 
participating in the reaction, including intermediates, are known or assumed, so that 
we can write down the conservation conditions for mass and charge, the former being 
easily written out as atoms conservations. The rank of  this system of  linear reI~itions 
gives the value o f  v, and from any set o fv  linearly independent conservation conditions, 
we obtain the aij of  Eq. (4.31). In particular, the aii are all integers, and can be so 
chosen that their greatest common divisor is 1. Moreover, the a~j in the equations 
for the atom conservations will be positive integers. Since the integer × is given, 
and v can be determined, the mechanism contains exactly n = × - -  v linearly 
independent mechanistic reactions. Starting with the system (4.31) for step ct, we con- 
struct n particular solutions x~, (r = 1, 2 . . . . .  n;  s = 1, 2 .. . .  , ×), such that all deter- 
minants contained in the matrix with elements x~ have the greatest common divisor 1. 
The general solution of  Eq. (4.31) may then be expressed in the form 4t.42~ 

~ = ~ ~rx~s, s = I, 2 . . . . .  × ,  (4.32) 
r = l  

where the ~r are integers. From this representation we construct n independent 
solutions, one for each value ~, as we did in the case of  the ozone mechanism. 
Since the mechanism consists of  n independent steps, the matrix (cry) is of  rank n, 
that is, the construction o f  n independent sets (crt,, cr2 . . . . . .  cry0, ct = 1, 2 . . . . .  n, 
can in fact be accomplished. 

Equations (4.32) yield an infinite number of  reaction mechanism, all consistent with 
the conservation conditions. There are, however, a number o f  delimiting conditions 
that considerably reduce the number o f  possible mechanisms. If, for example, the 
subscr~igt s in cr~ denotes a component identified as a reactant, then cr~ < 0, for 
some mechanistic step ct. It may, of  course, also be true that cr~ < 0 for several 
steps, but, in general, the condition is only guaranteed for one step; there will, however, 
be one such condition for each reactant. Similarly, for  each component identified as a 
product,  cr,, > 0, for some step ~. On the other hand, ifs refers to an intermediate, then 
~s, > 0, for some reaction ct, but cr,~ < 0 for some reaction 13 # ct. In this way, we ob- 
tain t~ + n + 21. inequalities on the solutions of  (4.32). These conditions, as well as 
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other possible condit ions that might arise in par t icular  instances, can be handled rather 
efficiently by computer  programs now being writ ten 14~ 

It is impor tan t  to recognize what cannot  be provided by the method of  construction 
proposed  here. 
1. It is not  possible to determine the reversibil i ty o f  a step; it is possible, however, 

to include both options, that is, reversibil i ty or  irreversibility, in a computer  
program,  though this would introduce 2" addi t ional  contingencies in a mechanism 
with n steps. 

2. It is not  possible to determine if  a mechanist ic  step contains a substance like M 
in mechanism (3.7), which serves a coll isional function, but  is otherwise chemically 
inert. 

3. The method of  analysis determines a set of  n independent  reactions consistent with 
the mass conservation conditions,  but  it cannot  supply a dependent step that 
would indicate the mechanism is cyclic, or  that  a part icular  component  is an 
intermediate  rather than a product .  

4. The nature  of  the intermediates cannot  be determined.  Such determinat ions depend 
upon energy considerations which have been avoided to maintain generality. 
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